Math 152. Rumbos Fall 2009 1
Solutions to Review Problems for Exam #1

1. Let X and Y be independent normal(0, 1) random variables and define

(X - Y)?

W = 5

Give the distribution of W.
Suggestion: First, determine the distribution of X — Y.

Solution: Since X and Y are independent, it follows that
My () = M(t)-M,(-t)
o122 . (—0)2/2
62t2/27

which is the mgf of a normal(0,2) distribution. Thus, X — Y has a
normal distribution with mean 0 and variance 2. It then follows that

X-Y
V2

~ normal(0, 1),

and therefore (x Y)2
T ~ X2(1>-

Hence, W has a x? distribution with one degree of freedom. O

2. Let X denote a random variable with mgf M, (¢) defined on some interval
around 0. Put S(t) = In(M,(¢)) and prove that

S'(0) = E(X) and S"(0) = var(X).

Solution: Differentiating with respect to ¢ we obtain

from which we get that

S'(0) =
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Differentiating one more time with respect to ¢ we obtain

g1y = MxOMIO) = ML OM(D)

Consequently,
S"(0) = M (0)M{(0) — [M{(0)]* = E(X?) — [E(X)]* = var(X).

3. A median of a distribution of a random variable, X, is a value, m, such that

1
and P(X>m)>—-.

1
P(X<m) >
(X <m) > 5 5

(a) Prove that if X is continuous with pdf f,, then a median m satisfies

[ ritw) e = T hw =1

m

Solution: Note the

P(Xgm):/_m fy(z) dz and P(X}m):/oofx(x) dz,

from which we get that

N | —
3

| e aes
Also,
/_: fo(x) dx+/: fola) de = 1,

from which we get that

/_mfx(x)dle—/oofx(:c)dxgl—%:%.

m

Thus,

DN | —
o
=
o,
3

o
&
o,
&
/AN
DN | —

/Zm) dr >

2
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which imply that

/_:fx(x) dx:%.

/moofx(x) dz = %
O

(b) Let § > 0 and X ~ exponential(5). Compute a median of X. Is the value
you obtained the only median of the distribution? How does your answer
compare with the mean of the distribution?

Solution: The pdf of X is

Similarly,

1
B e ™8 if x> 0;
fX<I> -

0 if £<0.

To find a median, m, for the distribution of X, we need to solve

| hwae=3,

by the result of part (a). We then see that m > 0 and

"1 1
/ — e P dr = =,
o 0 2

from which we get that

1—e ™8 = 1
2
Solving for m we see that

m = (In2)p.

Thus the median of the distribution is smaller than the expected
value, or mean, of the distribution in this case. O

(c¢) Show that if X is a continuous random variable, and m is a median of the
the distribution of X, then m a number which minimizes the expression

h(t) = E(|X —t|) for teR.
That is, E(]X —m|) = Itm[élE(’X —t).
€
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Solution:

h(t)

Taking the

Fall 2009

Write

_ /Z|x—t|fx(x) do

= [ -t art [T lf ) d

—00

— /t —(z—t)f(2) dx+/oo(x—t)fx(x) d

—00

- t(/;fx(g;) dx—/toofx(m) dm)

—l—/tooajfx(a:) dx—/_tooxfx(x) d.

derivative with respect to ¢ we obtain

W(t) = / fol@) de - / T flw) dat20f, (1)

_tfx (t) - tfx (t)

- [ rwa- [T hwan

where we have used the product rule and the Fundamental The-
orem of Calculus. Similarly,

R"(t) =2f,(t) 20, forallteR.

It then follows that a critical point of h is a minimizer of h and

satisfies

or

[ s [ rwa=o

[ rwa= [ rw

which is the definition of a median for the distribution of X.
Hence, E(|X — t|) is minimized when t = m. O
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4. Give a random variable, X, of expected value p and variance o2, the skewness
of the distribution of X, denoted Skew(X), is defined to be

E(X —p)?*

o3

Skew (X) =

Observe that
E(X —p)® = B[X?—3uX?+3u2X — 1]
= BE(X?) = 3pE(X?) + 3p*E(X) — p°
= B(X?) - 3uB(X?) + 2442,
Thus, using var(X) = F(X?) — [E(X)]?, we get that E(X?) = 02 + p? so that
E(X —p)® = EB(X?) = 3u(o® +p?) + 2%,

E(X —p) = B(X?) - 3u0® - " 1)

We will use this equation to evaluate skewness in parts (a) and (b).

(a) Let >0 and X ~ exponential($). Compute the skewness of X.

Solution: According to the formula in (1) we need to compute
the third moment of X ~ exponential(5). We can do this by
looking up the mgf of X:

1 1
M(t>:1——ﬁt for t < —.

* g
Differentiating with respect to ¢ we have that
B
M (t) = ———
=Ty
2/3?
M'(t) = ———
=
and 5
My = 2

(1-pt)r
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1
fort < B We then have that the third moment of X is

E(X?) = M"(0) =65°.
Consequently, using (1) we have that
E(X —p)® =25

since ;i = 3 and o2 = 32. We therefore have that the skewness of

X ~ exponential(/3) is

E(X —p) 26
= =2

Skew(X) =

0
(b) Let Z ~ normal(0,1). Compute the skewness of Z.

Solution: The moment generating function of Z is M, (t) = e'*/?
and, therefore, the moments of Z are

E(Z) =0,

E(Z% =1,
and

E(Z*) =0
since

M”(t) = (3 +t2)et"/? for all t € R.

it then follows that F(Z — u)® = 0, since 1 = 0 in this case.
Consequently, the skewness of Z ~ normal(0, 1) is

E(Z —p)°® _
e

Skew(Z) = 0.

0

5. Let X and Y be independent, normal(0, 0?) random variables, and define

X
U=X*+Y? and V=-"—.

VU

(a) Find the joint pdf, f of U and V.

w,vy?
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Solution: First we compute the joint cdf of U and V,
F_(u,v)=PU <u,V<v) for u>0and —1<v<1,

w,v)

or

Fop (u,0) = P(X2+Y? <u, X/VXZ+Y2 <)

_ / / fooy (2,y) d dy,

where the joint pdf of X and Y is

1 (ztu?) /202
Foow @y) = 5—5e” @R or (z,y) € R?,

since X and Y are independent normal(0, 0?) random variables,
and R, , is the region in the xy-plane defined by

2?4+ y*<u and z <vya? 4+ y?

foru>0and -1 <wv <1.
Next, make the change of variables

r=+/x?>+y? and W= ——m
/1.2 + y2
We then have that

r=rw and z%+y? =12

Solving for y in the previous two equations, we see that we have
two possibilities

y=rvl—w? or y=-rv1—w

Thus, the region R, , is divided into two disjoint regions R;rﬂ} and
R, . corresponding to y > 0 and y < 0, respectively. We then

U,

have that

F(U,V)<U7U) - //1:2+ f(x}y)(xay) dz dy‘f'/\/}'% f(X,Y)(:L‘7y) dz dy

We apply the change of variables formula to each integral sepa-
rately. For the integral over R} we obtain

o 77"220
// Foon (1) dxdy—// e

e wi‘ dr dw,
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where

= det

6(T,w) 1 — w2 _—W
RV e

r

V1—w?

It then follows that

—7“2/20
// foxw (@, y) do dy /1/ 27T02 Vi dr dw.

A similar calculation for R, shows that

71”2/20
// f(Xy) € y dx dy / / 27‘(‘0’2 1 _w d’r’ dw

We then have that

Vu 1 —r2 /202
Fov(uv) = / / re dr dw

’IU

.2 2
— re /% qr

/.- % [
— ——— dw

1™ 1— w2 0 o
Taking partial derivatives with respect to v and w we then obtain
the pfd

1 1 1 /20" 1

fowlwv) = 2 i=m @ Ve 2

where we have used the Fundamental Theorem of Calculus and
the Chain Rule. Therefore, the joint pdf for U and V is

11 1 e

Jumer) = = =522 ¢ @
for u >0 and —1 < v < 1, and 0 elsewhere. O

(b) Show that U and V are independent random variables.

8
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Solution: Since the joint pdf of U and V in (2) splits into the

product of
T; e iy > 0;
Jo(u) =
0 if u <0,
and 1 q f
- — if —1<v<]
ORI

0 otherwise,

we see that U and V are independent random variables. Observe
that U ~ exponential(20?). O

6. Let X;, Xs,..., X, be arandom sample from a distribution with pdf f,, and
let X,, denote the sample mean. Prove that the pdf of the sample mean satisfies

[z (t) =nf,(nt), forall t€R,

where YV = zn:Xi.

i=1
Solution: First, compute the cdf

F_(t) = P(X,<t)

Xn
= P(Y < nt)
= F,(nt),
for ¢t € R. Differentiate with respect to ¢ to obtain the result. O
7. Let Xy, Xs, ..., X, be arandom sample from a Gamma(2, §) distribution, where

n
0 is an unknown parameter. Define Y = Z X;.
i=1

(a) Find the distribution of Y and determine ¢ so that the statistic 7' = ¢Y is
an unbiased estimator for 6.
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Solution: Compute the mgf of Y to get
MY (t) = (Mxl (t>)n )

where

1\’ 1
MXl(t) = (1_—925) fOI' t < 5

Thus,

I 1
MY(t) = (1_—925) for t < 5, (3)

which is the mgf of a Gamma(2n, ). Thus, Y ~ Gamma(2n,6).
We then have that
E(Y) = 2n#.

£ (3)-

It then follows that T = ZLY is an unbiased estimator for 6. [
n

(b) If n =5, show that

Consequently,

2Y
P (9.59 < o < 34.2) ~ 0.95.

2Y
Solution: Let W = R It then follows from (3) that

1\ 1

which is the mgf for a x?(4n) distribution. It then follows that W
has a x? distribution with 4n degrees of freedom. For the case of
n =5, we have that W ~ x?(20). Now, for ¢ < d, we have that

P(c<%<d> = Pe<W <d)

— F,(d)—F,(c),

w

where we have used the fact that W is a continuous random vari-
able. If we want to construct a 95% confidence interval for 6, we
need ¢ and d such that

P<c<%<d) = 0.95,
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or

F(d)—F

w

(c) = 0.95.
We can achieve this by finding ¢ and d such that
F,(d)=0975 and F, (c)=0.025.

w

From a table of 2 probabilities, or using MS Excel or R, we obtain
that

c=F_'0.025) =959 and d=F, "(0.975) ~ 34.2.

we therefore have that

2Y
P {9.59 < v <34.2) = 0.95,

which was to be shown. O

(c) Use Part (b) to show that if a sample of size n = 5 is collected from a
Gamma(2, ) distribution, and the sum of the values of the sample is v,

then the interval
2y 2y
34.279.59

is a 95% confidence interval for 6.

Solution: Using the result in part be we obtain that

1 91
p(— 2 - )xo09s
(34.2<2Y<9.95) 095
Consequently,

2y 2y
P2l o< ) o
(34.2< <9.95) 095,

2y 2
34.279.95

defines a 95% confidence interval for 6. O

and therefore

(d) Suppose the values in a random sample of size n = 5 from a Gamma(2, )
distribution are:

44.8079  1.5215 12.1929  12.5734  43.2305

Use the data to obtain a point estimate for 6 and a 95% confidence interval
for 6.

Give an interpretation of your result.
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Solution: In this case the value of Y is the sum of the data values,
or y = 114.3262. Using the result of part (c), a 95% confidence
interval for € is (6.69,23.0). This means that if we collect many
samples of size n = 5 and compute the interval in the manner
prescribed in part (c), then, on average, 95% of those intervals
will capture the true parameter 6. 0

8. Let X1, Xs,..., X, be a random sample from a normal(y, 0?) distribution and
define the statistic

n

Tn = Z(XZ - Yn)Qa

i=1
where X,, denotes the sample mean. We will show later in this course that

— 15, has a x? distribution with n — 1 degrees of freedom.
o

1
(a) Explain how you would use knowledge of the distribution of — T, to obtain
o

a 100(1 — a)% confidence interval for the variance % of a normal(u, o?)

distribution based on a random sample of size n from that distribution.

1
Solution: Let Y = —T,. Given that Y ~ x*(n — 1), where n is

o
known, we can find ¢ and d so that

F

a a
L(c) = ) and F,(d)=1- 5
It then follows that
Ple<Y <d)=F,(d)—F,(c)=1—q,

where we have used the fact that Y is a continuous random vari-
able. It then follows that

1
P(c<—2Tn<al>:1—047
o

from which we get that
1 o? 1
Pl-<+<-)=1-
(d T, c) @

or

P(lTn<02<1Tn) =1-—a.
d c
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1 1
_Tn7 _Tn
(it )

is a 100(1 — a)% confidence interval for the variance o?. O

Thus,

(b) Give a 90% confidence interval for the variance of a normal(yu, o?) distri-
bution based on the statistic 7},, where the sample size, n, is 20.

Solution: Here, « = 0.1 and Y ~ x*(19). Therefore,
c=F'0.05) =891 and d=F, '(0.95)=30.1.

we then have that a 90% confidence interval for the variance in
this case is . |

—T,—1T, ).

30.1 8.91

9. Let X4, Xs,...,X, be arandom sample from a distribution with unknown ex-
pectation, p, and unknown variance, o2. Define the statistic

O

n

T, = Z(XZ - 771)27

i=1
where X,, denotes the sample mean.
(a) Starting with B -
(X — ) = [(Xi = X0) + (X = )],
where X,, denotes the sample mean, derive the identity

n

Z(Xz - N)Q =T, + n(yn - M)Q' (4)

=1

Solution: Compute

(Xi — ,U)2 = (Xi— Yn)z + 2(771 — ) (Xi — Xp) + (yn - M)2a
then add
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where

D (XX, ZX ZX = nX, —nX, =0,

and .
Z(yn - M)Q = n(yn - :U“)Q
=1
Thus,
D (Xi—p)? = D (X=X 40X, —p)’,
i=1 i=1
which is (4). O

(b) Take expectations on both sides of equation (4) to derive a formula for
E(T,) in terms of 2. Is T,, an unbiased estimator for o2?

Solution: Taking expectation on both sided of (4) we have
SN B(X,—p)? = E(T)+nE(X, — p)?,

where we have used the linearity of the expectation operator, F.

Thus,
Z var(X;) = E(T,)+n var(X,),
where
var(X;) =o? foralli=1,2,...,n,
and )
— o
X,) =—.
var(X,,) "
Consequently,

from which we get that
E(T,) =(n—1) o®

Hence, T, is not an unbiased estimator for o2. O



