Math 60. Rumbos Fall 2014 1
Solutions to Assignment #16

1. Define T: R? — R? as follows: For each v € R? T(v) is the reflection of the
point determined by the coordinates of v, relative to the standard basis in R?,
on the line y = z in R%. That is, T(v) determines a point along a line through
the point determined by v which is perpendicular to the line y = z, and the
distance from v to the line y = z is the same as the distance from 7'(v) to the
line y = x (see Figure 1).

Figure 1: Reflection on the line y =z

Prove that T is a linear function.

Solution: If (g) denote the coordinates of v relative to the standard

y x
which can be written as

x 0 1\ (=x
r()-() ()
and this shows that 7' is linear since 7" is multiplication by the matrix

0 1
(D). -

2. Prove that if T: R™ — R™ is linear, then 7'(0) = 0, where the first 0 denotes
the zero—vector in R" and the second 0 denotes the zero—vector in R™.

basis in R?, then
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Proof: Start with 0 + 0 = 0 and apply the transformation 7" on both sides to
get
T(0+0)="1T(0),

or

7(0) +T7(0) = 7(0),

where we have used the linearity of 7" on the left-hand side of the equation.
Thus, adding —7'(0) to bout sides of the equation yields

7(0) = 0.

3. Suppose that T': R” — R™ is linear and define
Nr={veR"|T(v) =0},

where 0 denotes the zero—vector in R™.

Prove that N7 is a subspace of R™,

Note: Ny is called the null space of the linear function 7.

Solution: By the result of Problem 2, 7(0) = 0, which shows that
0 € Np and therefore N is not empty.

Next, we show that N7 is closed under the vector space operations in
R™.

Let v € Nz; then, T(v) = 0 and therefore

T(cv) =T (v) =c0=0.

Thus, cv € N7. This shows closure under scalar multiplication for
Nr.
Next, let v, w € Nr; then T'(v) = 0 and T(W) = 0, so that

Tv+w)=T()+T(w)=0+0=0,

which shows that v +w € Np and therefore N7 is closed under vector
addition. O
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4. Suppose that T: R® — R™ is linear and define
Ir ={w € R" |w =T (v) for some v € R"}.
Prove that Zr is a subspace of R™.

Note: The set Zr is called the image of the function 7. It is also denoted by
T(R™); thus,

T(R") ={w e R™|w="T(v) for some v € R"}.

Solution: Using again the result of Problem 2 we see that 7(0) = 0
which shows that 0 € Zp. Thus, Zr is nonempty.

We next verify the closure properties.
Suppose that w € Zr; then, there exists v € R such that

w =T (v).
Multiplying by ¢ € R and using the linearity of 7" we obtain that
cw = T (v) =T(ew),

which shows that cw € Zp and therefore Zr is closed under scalar
multiplication.
Next, let wy,wy € Z7; then, there exist vy, vy € R such that

w; =T(v;) and wy =T (vy).
We then get that
Wy + W = T(1)1> + T(’Ug) = T(Ul + UQ),

where we have used the linearity of T'. This shows that w, +wy € Zp
and therefore Z7 is closed under vector addition. O

5. Fix v € R" and define f: R® — R by
f(w) = (u,v)y forall veR"

(a) Prove that f is a linear function.
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Solution: The linearity of f follows by the bi-linearity of the
Euclidean inner—product:

(u, cv + dw) = c{u,v) + d{u, w). (1)
Taking d = 0 in (1) yields

flev) = cf(v),

for all scalars ¢ and vectors v € R", and taking ¢ = d =1 in (1)
yields
flo+w) = f(v)+ f(w)
for all v,w € R™. O
(b) Let N} denote the null space of f; that is,

Ny ={veR"| (u,v) =0}.

Find the dimension of N for each of the cases: u =0 and u # 0.

Solution: Suppose first that v = 0. Then, N; = R™ since
(0,v) =0 for all v € R™. Thus, in this case,

dim(./\/f) =n.

Next, suppose that u # 0. Let {wq,ws,...,w} denote a basis
for Ny so that k = dim(N). Observe that, for any v € R™, the
vector

u,v

{ 2) “

Il

is in Ny. To see why this is the case, compute

<u,v—<|ﬁ;|7|}2> u> - <u,u>—<“’”2><u,u>

[l

— lu.v _<U7U> ull?

= (u,v) — (u,v)

= 0.
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{u, v)

It then follows that the vector v — u 1s a linear combination

[l
of the vectors in {wy,ws, ..., wg} ; that is,
(u, v)
U—W u:clw1+02w2+---+ckwk,
so that
(u,v)
= ul? U+ crwy + cwa + - - + cpwy.
Hence,
R"™ = span{u, wy, wo, . .., wy}
Next, we see that the set {u,w;,ws,...,wy} is linearly indepen-
dent. To show this, let d, ¢, ca, . .., cx be any solution of the vector
equation
du + ciwy + cows + - -+ + cpwy = 0. (2)

Apply f to both sides of (2) and use the linearity of f and the
result of Problem (2) to get that

df (u) + 1 f(wi) + caf(w) + - + ¢ f(wr) = 0,

or

dljul* =0,

since wy, wa, ..., wy € Ny. We therefore conclude that d = 0
because u # 0. Hence, (2) becomes

ciwy + cowy + -+ + cpwy, = 0,
which implies that ¢; = ¢y = -+ = ¢, = 0, since the set
{wl,wg, Ce ,wk}

is linearly independent. We have therefore shown that the vector
equation in (2) has only the trivial solution and therefore the

set {u,wy,wy, ..., wg} is linearly independent. Since this set also
spans R", {u, wy,ws, ..., wg} is a basis for R” and therefore
1+k=n,

from which we get that k =n — 1, or
dim(Nf) =n-—1
in the case u # 0. OJ



