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Solutions to Assignment #15

1. Suppose that when the radius of a disc in the plane is measured, an error is
made that has a normal(0,0?) distribution. If n independent measurements
are made, find an unbiased estimator for the area of the disc. Is this the best
unbiased estimator for the area? Assume that o2 is known.

Solution: Let A denote the area of the disc and Ry, Rs, ..., R, de-
note n independent measurements of the radius of the disc. By the
information given in the problem, we may assume that

[A
Ri=\/—+EFE;, fori=1,2...,n,
T

where Ey, Es, ..., E, are iid normal(0, 0%) random variables. It then

follows that Ry, Ra, ..., R, are normal(yu, o?) random variables, where
A —

i =1/ —. Then, the sample mean, R,, is an unbiased estimator for
T

. It is the best unbiased estimator for p in the sense that

0.2

var (Rn) = E

is the Cramer—Rao lower bound. To see why this is the case, compute
the information function

2

1) = (5 m (R 0.,

where

flr| o) = ! e_(r_“)Q/%Q, for r € R,
V21 o
so that .
I f(r | po®) = =5 (r=p)* = In(v2r o).
Thus,
Sa 0 n?) = (= ),
and

02 9 1
8—M21Hf(7"|l%0 ) =l
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We then have that

which is attained by the variance of the sample mean, R,. Hence,

— [A
R,, provides and unbiased estimator of \/ — with the lowest possible
T

MSE. Thus, the formula 7(R,,)? provides the best unbiased estimator
for the area, A, of the disc. O

2. Let Xy, Xs,..., X, be iid Bernoulli(p) random variables. Show that the MLE
for p is an efficient estimator.

Solution: The MLE for p is the sample proportion p = X,,. Thus,
p is also and unbiased estimator for p. The variance of this estimator
is

I 1-
var(p) = p—( p).
n
To see that this in the Cramer—Rao lower bound, we compute the
information
Evar)
Ipp=—E|=—Inf(z| p) ),
0 =-£ (55
where
flx|p)=p"1—-p)'=, forz=01
Then,
Inf(z|p)=xlnp+(1—=)n(l - p),
0 r (1—ux)
Linfe|p) == - ,
o (z | p) PR
and o a )
x -
1 -
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Thus,
X (1-X)
Ip) = -E (__ - )
®) p* (1-p)?
1 n 1
p 1=p
B 1
p(l—p)
Consequently, the Cramer—Rao lower bound is
1 pd-p)
W) n

which is attained by var(p). Hence, p is an efficient estimator of p. [J

3. Let X1, Xs,..., X, be iid exponential(/3) random variables, and define
Y = min{Xl, XQ, N 7Xn}-

Find an unbiased estimator, W, based only on Y. Compute var(W) and com-
pare it to the variance of the sample mean, X,. Which of W or X,, is a more
efficient estimator?

Solution: The common distribution function of the Xj;s is

1
— e tBf .
e if x>0;
fe(@|B) =108
0 otherwise.
Thus, the common cdf if
1—e P if ©>0;

0 otherwise.

Fx(ﬂilﬁ):{

To find the distribution function of ¥ min{ Xy, Xs,..., X, }, we first
compute the cdf

F.(yl8) = P <y)
= 1-PY >y
= 1-PXi >y, Xo>y,....X,, >v)

= 1-P(X;>y) -P(Xy>y)---P(X, >y),
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where we have used the independence of the X;s. Consequently, using
the assumption that the X;s are identically distributed, we obtain

Fylp) = 1=-[PX>y)"

= 1-[1-PX <y)]"

= 1-[1-F(yI|B)"
Thus, differentiating with respect to y we have that
frylB) = nll=F(y| )" fe(y),
where we have used the Chain Rule. It then follows that
no _ .
— e B i > 0;

fry | B)= ’

0 otherwise.

Consequently, the expected value of Y is

B(Y) = /mymyw) dy

[o¢] n
_ ~ny/8
= y ze " dy
/0 B

SRS

We then have that F(nY) = 8. Thus, if we set W = nY, we see that
W is an unbiased estimator of (.

Observe that f,.(y | B) is the pdf of an exponential(3/n) distribution.
It then follows that 5
var(Y) = 3

Therefore,
var(W) = var(nY) = n’var(Y) = 2.

On the other hand, X, is also an unbiased estimator of 3. However,

2

var(X,,) = i < B
n

for n > 1. We then have that var(X,,) < var(W) and therefore X,, is

more efficient than W. O



Math 152. Rumbos Fall 2009 5

4. Let X1, Xs,...,X, be a random sample from a normal(u,o?) distribution.
Prove that the sample mean, X,,, is an efficient estimator of y for every known
2
o> 0.

Solution: The information function is

2

1) =~ (om0 o))

where
(x| p,o?) = ﬁ e~ (@27 for ¢ € R,
so that .
I f(z| o) = =5 (@ == In(V2r o).
Thus,
S 0% = (@ = ).
and

02 9 1
6_,u21nf(x|u’0 )=——=.

We then have that

r o?
nl(p) n’
which is attained by the variance of the sample mean, X,. Hence,
X, is an efficient estimator of i for every known o2 > 0. OJ
5. Let X1, Xs,..., X, denote a random sample from a uniform distribution over

the interval [0, 0] for some parameter 6 > 0.

|
Let Y = max{X1, X, ..., X,} and define W —

W. Is W an efficient estimator of 07

Y. Compute the variance
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Solution: We saw in Problem 5 of Assignment 14 that the pfd of YV

is given by
nye?;l f0<y<o;
S (yl0) =
0 otherwise,
and that n
EY) = n+1

It then follows that

E(Y) =9.

n

E(W):E(nJrlY):nZl

Hence, W is an unbiased estimator of 6.

To find the variance of W, we first compute the variance of Y:

var(Y) = E(Y?) — [E(Y)]?,

where -
B = [ A1)
0 n—1
o NY
= Y dy
[
)
n +1
= — [ 4t g
g ), Y y
n+2
Therefore,
2
n n
Y) = 0> — 0
var(¥) n -+ 2 [n +1 }
_ n 2 n’ 2
n+ 2 (n+1)2
n 2
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We then have that

var(W) =

Fall 2009

To see if W is an efficient estimator, we compute the information

%, 0 ?
10) = var, (s x |0)) = £, ([@ (/X | 0) ) ,
where 1
flx]0)=
(0 otherwise,
so that
—Inf if0< 2z <0,
In(f(z | 0)) =
L0 otherwise,
and ]
9 — fo<<x <6,
([ ]0)) =
0 otherwise.
Thus,

- [ (-3 b a-L

We then see that the Cramer—Rao lower bound is

I
nl(0) n’

7
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1

n(n +2)
Cramer—Rao inequality does not apply to this situation. To see why
this is so, note that for any function g of =z,

Note that this is larger than var(W) = 6?. Thus, the

d [ d [° 1
0 _Oog(:v)f(:vle) de = a0 /. g(w)g dzx

4t
— @ﬂt/ogg(w) <—%) dz,

where we have used the Product Rule and the Fundamental Theorem
of Calculus. On the other hand

/_Z%(Q(x)f(x 10)) do = " o(2) é "

Thus, differentiation and integration can be interchanged if and only

if
g9(9)

T =0 for all 6



