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Solutions to Assignment #11

x
1. Let W = y| eR® |32 —2y+2=0
z
1 0
(a) Show that the set B = 01,1 1 is a basis for W.
-3 2

Solution: First note that B is linearly independent since the
vectors in B are not multiples of each other. Thus, it remains to
show that B spans W.

x

Vectors | y | in W are solutions to the equation
z

3r—2y+ 2z =0,
which we can solve for z to obtain
z = —3x + 2y.

Setting x = t and y = s, where ¢t and s are arbitrary parameters,
we obtain the solutions

x =1
y = S
z = —3t+2s.
We therefore get that
1 0
W = span 0], 1 ;
-3 2
That is, B spans W. Since B is also linearly independent, it
follows that B is a basis for . 0J
2
(b) Let v = 3| . Show that v € W and compute [v]p.
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Solution: First, note that

3(2) —2(3) + 0 = 0,

so that v € W.

Next, to find [v]p solve for ¢; and ¢y in the vector equation

1 0
1 0] + ¢ 1] =w,
-3 2
C1 2
Co 3 )
—301 + 202 0

which has the solution: ¢; = 2, ¢o = 3. It then follows that

[v]B:( §)

2. Suppose that B is an ordered basis for R? satisfying
), =G) e (3], C)
= and = .
{(2 5 1 4)]5 1
Determine the two vectors in the basis B.

Solution: Denote the vectors in B by v; and v, and suppose that

w= () wmdow=(y).

We then have that

OO
C 000
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respectively. We therefore obtain the system of equations

a+b = 3
c+d = 2
20+0 = -1 (1)
2c+d = 4.

The system in (1) can be solved to yield:

= —4

QU O o e

Therefore,

and so

3. Find a condition on the scalars a, b, ¢ and d so that the columns of the matrix
a b
c d

Suggestion: Consider the cases a = 0 and a # 0 separately.

are linearly independent in R2.

Solution: Put v, = (ﬁ) and vy = (Z) , and consider the vector

equation
C1U1 + CoUy = 0. (2)

This leads to the system of equations

acq +b02 = 0
{ccl+d02 = 0. (3)
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We can solve system (3) by performing elementary row operations in
the augmented matrix

R1 a b ‘ 0
We consider two cases separately: a # 0 and a = 0.

1
If a # 0, we can perform the elementary row operation —R; — R; on
a

1 b/a | O
) ®)
Next, perform —cR; + R + 2 — R» on the matrix in (5) to get
1 b/a | 0
(O —(bc/a)+d | O ) ' (6)

For the system corresponding to the augmented matrix in (6) to have
only the trivial solution, we must require that

b
~ L rd#0,
a

the matrix in (4) to get

or
—bc+ ad 20
a

Thus, multiplying by a # 0 in the previous equation, we get that the
vector equation in (2) has only the trivial solution when

ad — be # 0. (7)
On the other hand, if a = 0, then the augmented matrix in (4) be-
comes -
R, 0 0
Ry (C d | 0 ) . ®)

Performing R; <+ R, on the matrix in (8) then yields

(ol o) X

Hence, for the system corresponding to the matrix in (9) to have only
the trivial solution, we must require that

c#0 and b#0,
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which can be summarized as
bc # 0.

In either case, the condition on the scalars a, b, ¢ and d so that the
columns of the matrix

a b

c d

are linearly independent in R? is that

ad — be # 0.

d
3. Prove that the columns of A span R2.

. b . . . .
4. Let the matrix A = CCL ) satisfy the condition you discovered in Problem

Solution: We found out in the solution to Problem 3 that, if
ad — be # 0,

then the columns of A are linearly independent in R?. Since dim(R?) =
2, it follows that the columns of A also span R2. O

5. Let the matrix A = (Z b) satisfy the condition you discovered in Problem 3

d
and denote the columns of A by C; and (5, respectively; that is,

b
oo () wa o (2.

Find the coordinates of any vector v = (i) in R? with respect to the ordered
basis B = {C, Cs}.

Solution: By Problems 3 and 4, if ad — bc # 0, then B is a basis

for R2. To find the coordinates of any vector v = ) in R? with
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respect to the ordered basis B = {C, Cs}, we need to solve the vector

equation
o)

which leads to the system

{acl+b02 = z (11)

ccy +dey = .

The corresponding augmented matrix is
Ry a b | =z
R, (c d | y ) ' (12)

which can be reduced in the same way that the matrix in (4) was
reduced. For instance, in the case in which ad —bc # 0 and a # 0, we

1
perform the elementary row operations —R; — R; and —cR; + R +
a

2 — R, in succession to get

1 b/a | z/a
<o (ad —be)/a | —§x+y>' (13)

Now, since ad — bc # 0, we can multiply the second row of the matrix
in (13) by a/(ad — bc) to get that

1 b/a | z/a
(0 1 ]—cx/A—i—ay/A)’ (14)

where we have used A to denote ad — bc. Finally, performing the

b
elementary row operation ——Ry + Ry — R; on the matrix in (14),
a

we get that

1 0 | de/A-by/A
(o1|—mm+£m>' (15)

We can therefore read from the matrix in (15) that the solution to
the vector equation in (10) is

a = (dz—by)/A

o = (—cx+ay)/A.
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It then follows that the coordinate vector for v = (9;) in R? with
respect to the ordered basis B = {C, Cy} is

W] = <((dx —by)/A ) ’

—cx +ay)/A

where A = ad — bc # 0, or

1 dxr — by
MB_Z(—cx—f—ay)'



