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Lecture Examples

1. Let X1, Xs,..., X, denote a random sample from a normal(u, 0?) distribution.
Show that the sample mean has a normal(u,o?/n) distribution.

Suggestion: Use moment generating functions.

— X+ X 4+ X,
Solution: Compute the mgf of the sample mean X,, = LAt ;
n

namely,

M, (1) = E(e*n)
— E (6(X1+X2++Xn)%>

t
= MX1+X2+~~+Xn <ﬁ)
t t t
= (5) 0 () o ()

where we have used the independence of the random variables X1, X, ..., X,,.
Next, use the assumption that they identically distributed with a
normal(y, 0%) distribution, we obtain that

o - o ()]

[ i awm?]”
_ ehnto =5 —

2
2
= 6Mt+%t /2’

which is the mgf of normal(u, 0?/n) random variable. It then follows
that X,, has a normal(yu, 0?/n) distribution. O

2. The x? distribution.

(a) One degree of freedom. Let Z ~ normal(0,1) and define X = Z2. Find
the pdf and mgf for X. Compute also the mean and variance of X. The
random variable X is said to have a x? distribution one degree of freedom,
and we write X ~ x%(1).



Math 152. Rumbos Fall 2009

Solution: The pdf of Z is given by

1
f(z) = e for —o0 <z < 00
2m

ﬁ‘

We compute the pdf for X by first determining its cumulative
density function (cdf):

P(X<z) = P(Z*<x) fory=0

= P(—vVz<Z<Vz)
= P(—vz < Z <+/x), since Z is continuous.

Thus,

P(X <z) = P(Z<Vz)—P(Z< —x)
= FZ(\/E)_FZ(_\/E) fOl".CII>0,

since X is continuous.
We then have that the cdf of X is

F (x)=F,(Vx) — F,(—/z) forz >0,

from which we get, after differentiation with respect to x,

1 1
fe(@) = F (V) NG + F (V) O
1 1
— L{L —I/2+ 1 6—1/2}
2vx (V2r Vo
S N R
27 x
for z > 0.
Thus, the pdf of X is
1 1
—2— €_$/2 T > 0,
T
folz) = g
0 elsewhere.
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Definition. (x? distribution with n degrees of freedom) Let X1, Xo, ..., X,
be independent, identically distributed random variables with a x?(1) dis-
tribution. Then then random variable X; + X5 + - - - + X, is said to have
a x? distribution with n degrees of freedom. We write

X1+ Xo+ -+ X, ~ x2(n).

Two degrees of freedom. Let X and Y be two independent random variable
with a x?(1) distribution. We would like to know the distribution of the
sum X + Y.

Solution: Denote the sum X + Y by W. We would like to
compute the pdf fy, given that the pdfs of X and Y are

1 1
—z/2
—— x>0,
2 T
fle) = V2RV
0 elsewhere,
and o
—— V2 >0
2
foy) =4 VATV
0 otherwise,
respectively.

We first compute the cdf
F,(w)=PW < w) forw >0,

where

PW <w) = PX+Y <w)

— // foxw (@, y) do dy.
{zty<w}

Since X and Y are independent, the joint pdf of X and Y is given
by
f(xyy)(xvy) = fx(x) ’ fY(y)
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or
11
— ——e
Fox (@ y) = { 27 VaVy

0 otherwise.

@2 >0,y > 0;

We then have that, for w > 0,

1 w w—x 1
F - = e @/2 34 d
v = o [ e,

see Figure 1.

rT+y=w

Figure 1: {z +y < w}

Next, make the change of variables: v =z, v = x 4+ y to get that

Az, y)

1 R 1
Ja - — — 2|2 dud
w (1) 2 /0 /0 Vuyv—u ‘ O(u,v) ua
where the Jacobian of the change of variables is
Nz, y) 1 0
= det =1.
R
Consequently,
1 v v 1
F, = — —v/2 / ——— du dv.
w (1) 2 Jo ‘ 0o Vuyv—u v

Next, differentiate with respect to w to obtain the pdf

1 v 1
- —w/2 S |
fur () o © /0 Vuyw —u "
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where we have applied the Fundamental Theorem of Calculus.
Thus, making the change of variables ¢t = 2, so that du = w dt,
w

fuwlw) = ﬂw/‘J_ﬁTTF

_M/ \f\/lT

Making a second change of variables, s = v/t, we get that t = 52
and dt = 2s ds, so that

—w/2
w) = ds
fulw) = — [
67w/2 ' .
= larcsin(s)],
1 —w/2
= 3 e for w > 0,
and zero otherwise. It then follows that W = X + Y has the pdf
of an exponential(2) random variable. O

(c) Three degrees of freedom. Let X ~ exponential(2) and Y ~ x?(1) be inde-
pendent random variables and define W = X + Y. Give the distribution
of W.

Solution: Since X and Y are independent, by Problem 1 in
Assignment #3, f,, is the convolution of f, and f,:

fw(w> = fx *fy(w)

[Zngxw—wdm

where ]
56_9”/2 if x>0;
fi(x) =
0 otherwise;
and L1
———— V2 if y>0;
f = VY
0 otherwise.
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It then follows that, for w > 0,

Fulw) = [ 5e w0 du

w1 1 1

—u/2 —(w—u)/2

= —e — e du
/o 2 V21 Vw —u

e~w/2 v

du.
2\/ 2w 0o VW —1Uu
Making the change of variables t = u/w, we get that u = wt and
du = w dt, so that

e—w/2 1 1

w dt
227 Jo Vw —wt

Vw e w2 ot &t
2421 o V1I—1

fow(w) =

w e w/? 1
- \/_W [—\/1——15]0

for w > 0. It then follows that

1
—w/2 if .
— Jwe it w>0;
\/271'\/_
fw(w):

0 otherwise.

This is the pdf for a x*(3) random variable. O

(d) Four degrees of freedom. Let XY ~ exponential(2) be independent ran-
dom variables and define W = X 4+ Y. Give the distribution of W.

Solution: Since X and Y are independent, f,, is the convolution
of f, and f,:

fw(w) = fix [y (w)

-/ Z Fe(w)f, (w - u) du,



Math 152. Rumbos Fall 2009 7

where {
56””/2 if x>0;
fi(x) =
0 otherwise;
and 1
3 eV if y>0;
frly) =
0 otherwise.

It then follows that, for w > 0,

fo(w) = / Lemui2f (w—u) du

2
_ /U) le—u/21 e—(w—u)/Q du
. 20 2
—w/2 w
- ¢ / du
4 Jo
w e W/?
= R
for w > 0. It then follows that
1
Swe™? if w>0;
4
fw (w> -
0 otherwise.
This is the pdf for a x?(4) random variable. O

(e) n degrees of freedom. In this exercise we prove that if W ~ x?(n), then
the pdf of W is given by

1 -1 —w/2 .
ng e / 1fw>0,

fw (w) = (1)
0 otherwise,

where I denotes the Gamma function defined by

I'(z) = / t*~le7t dt  for all real values of z except 0,—1,—2,—3, ...
0
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Proof: We proceed by induction of n. Observe that when n = 1 the formula
in (1) yields, for w > 0,
1 - 11
- = werlew2_o_-—_ _—

Ju (W) = gy 92 v Nor Ve
which is the pdf for a x(1) random variable. Thus, the formula in (1) holds
true for n = 1.
Next, assume that a x?(n) random variable has pdf given (1). We will
show that if W ~ x?(n + 1), then its pdf is given by

1 n—1
nel w2 s .
T+ 1)/2) S W T € if w>0;
fu(w) = (2)

0 otherwise.

By the definition of a x*(n+ 1) random variable, we have that W = X +Y
where X ~ x%(n) and Y ~ x?(1) are independent random variables. It
then follows that

Jw =T [y
where .
%—1 —x/2 if .
—F(n/2)2"/2x e it o> 0;
fx(x) =
0 otherwise.
and L1
— eV if y > 0;
V21 Y
fr(y) =

otherwise.

)

Consequently, for w > 0,

w 1 - 11
B ER R —(w—u)/2
w) = — w2 te — e du
Ju () /0 D(nj2) 2772 Vo Vi —u

efw/Z w u%—l

du.
T(n/2)y/7 20402 J, Jw—u -

Next, make the change of variables t = u/w; we then have that u = wt,
du = w dt and

fw(w) =

—1

dt.
T(n/2)/x 204072 |, JT—1
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Making a further change of variables ¢t = 22, so that dt = 2z dz, we obtain
that )
2w T e /2

1 zn—l

It remains to evaluate the integrals

/1 A 1.2.3
z forn=1,23,...
0 \/1—22

We can evaluate these by making the trigonometric substitution z = sin 6
so that dz = cos# df and

1 Zn—l 7'('/2 )
dz = sin” ™" 0 dé.
/0 V1—22 /0

Looking up the last integral in a table of integrals we find that, if n is even
and n > 4, then

(3)

/2 1-3-5---(n—=2
/ sy dg = L 30 (n=2)
; 2. 4-6--(n—1)

which can be written in terms of the Gamma function as
w/2 on—2 [P (n 2
/ g ap = 2o LB (4)
0 ['(n)

Note that this formula also works for n = 2.
Similarly, we obtain that for odd n with n > 1 that

w/2
/ sin" 19 do = F(nnH 5
0 2n= I (5]

NN
—
ot
N~—

Now, if n is odd and n > 1 we may substitute (5) into (3) to get

2T e /2 [(n

[(n/2)y/m 204072 gn-1 [p (2£1)]? 2

2

fuw(w) =

wTe? | T(n)yT
F(n/2> 2(n+1)/2 on—1 |:F (nTH)]Q

Now, by Problem 5 in Assignment 1, for odd n,
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It the follows that

wn;l e_w/2

I (=) 2007

fow(w) =

for w > 0, which is (2) for odd n.
Next, suppose that n is a positive, even integer. In this case we substitute
(4) into (3) and get

—1

e rrpgp
fwW) = oy Jm sz ()

or
n-1 —w/2 2n—1F n
wz e
fytw) = W2 T T ©)
2(n+1)/ V7 T(n)
Now, since n is even, n+ 1 is odd, so that by by Problem 5 in Assignment
1 again, we get that

n+1\ T(nm+1)y/m nl'(n)y/m
F( 2 )‘ T (22) 27 2T (3)

from which we get that

2711 (2) 1
VT T ()
Substituting this into (6) yields

w—ngl 6—11}/2

for w > 0, which is (2) for even n. This completes inductive step and the
proof is now complete. That is, if W ~ x?(n) then the pdf of W is given
by

1 -1 —w/2 .
W w2 e if w>0;

fW (w) =
0 otherwise,

forn=1,2,3,... O



Math 152. Rumbos Fall 2009 11

4. The t distribution. Let Z ~ normal(0,1) and X ~ x*(n — 1) be independent

random variables. Define 7

X/(n—1)
Give the pdf of the random variable T'.
Solution: We first compute the cdf, F,., of T"; namely,

Fi(t) = P(T<)

_ %L @)
X/(n—1)
= //R foxn(@,2) dz dz,

where R; is the region in the xz—plane given by

Ry ={(z,2) e R?| 2z < t\/z/(n — 1), > 0},

and the joint distribution, f

(X,2))

f(X,Z)(z’Z):fX(x)'fz(z> for >0 and z € R,

of X and Z is given by

because X and Z are assumed to be independent. Furthermore,

]_ n;l_l —(E/2

F(%> CEE x e if x> 0;
fx(x) =
0 otherwise,
and 1
f,(z) = e *2 for —o0 < z < .

V2r

[T e
— dz dz.
21)\/_22

Next, make the change of variables

We then have that
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so that
r = u
z = vy/u/(n—1).
Consequently,
1 Y > 0(z, 2)
F (+ _ _ 5= = (utuw?/(n—1))/2 ’ d d,
0 P(”T‘l)ﬁ%/-oo/o o ou.v)] T

where the Jacobian of the change of variables is

1 0
= det

O(u, v) B NN e YN

1/2

u

Jn—1

It then follows that

t [e§)
Fyt) = ———r [ e g an
(%) (n—1)m 22 ) Jo

Next, differentiate with respect to t and apply the Fundamental The-
orem of Calculus to get

fr(t) = 1 _ /Ooug—l o~ (utut®/(n=1))/2 4.,
0

B ()3 % ol g=u/B
— F(n_l) (n_l)7r 2(1\/0 F(Oz)ﬂa dU7
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where
w1t e—u/ﬂ

[(a)pe

if u>0
fo(u) =

0 if u<0
is the pdf of a I'(«v, f) random variable (see Problem 5 in Assignment

#3). We then have that

(o) 57

(%) /(n—1)m 22

I () for t e R.

Using the definitions of o and 3 we obtain that

r(3) 1
fT<t) = :
I (%) V(n—1)m (1 N 2 )”/2

n—1

for t e R.

This is the pdf of a random variable with a ¢ distribution with n — 1
degrees of freedom. In general, a random variable, T', is said to have

a t distribution with r degrees of freedom, for r > 1, if its pdf is given
by

for t e R.

£ = L3 :

NONCE ( tQ)(TH)/z

14—
"

We write 7' ~ t(r). Thus, in this example we have seen that, if
Z ~mnorma(0,1) and X ~ x*(n — 1), then
Z

13



