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Solutions to Review Problems for Exam 2

Y
1. Let X and Y be independent Normal(0,1) random variables. Put Z = %
Compute the distribution functions F,(z) and f,(2).
Solution: Since X,Y ~ Normal(0, 1), their pdfs are given by

1
fi(x) = e forx €R,

and 1
fol) ==V foryeR
respectively. The joint pdf of (X,Y) is then

1
foxw (@) = o e @2 for (z,y) € R?. (1)
’ m

We compute the cdf of Z,

F,(z) =Pr(Z<z)=Pr (% < z) )

9= [ / Foo () dudy, ©)

where the integrand in (2) is given in (1) and the integration is done over the
region

or

%i

Rz{(m,y)éRﬂ%éz}.

Make the change variables

= x
_ Y
x?
so that
T = u
y = uv, (3)

in the integral in (2) to obtain

/ / f(XY> U, u)

o) et (11) 2) =4, (5)

where
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is the Jacobian determinant of the transformation in (3). It then follows from
(4) and (5) that

fxazf/ F ooy, () [u] dudo, (6)

Differentiating with respect to z and using the definition of the joint pdf of
(X,Y) in (1) we obtain from (6) that

1 & - 22)u2
£ =g [ lul e )

:% N

where we have also used the Fundamental Theorem of Calculus.

Since the integrand in (7) is an even function of u, we can rewrite the expression

for f, in (7) as

1 o
f) = [ ue e ay (®)
T Jo
Integrating the right-hand side of equation in (8) we obtain
1 1
fz(z):;-l_i_ZQ, for z € R. (9)

The cdf of Z is then obtained by integrating (9) to get
z 1 1
F,(2)= / f,(2) dz = 5 + - arctan(z), for z € R.

O

2. A random point (X,Y) is distributed uniformly on the square with vertices
(—1,-1), (1,-1), (1,1) and (—1,1).
(a) Give the joint pdf for X and Y.
(b) Compute the following probabilities:
(i) Pr(X?+Y?2<1),
(i) Pr(2X —Y > 0),
(iii) Pr(|X +Y] < 2).

Solution: The square is pictured in Figure 1 and has area 4.
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Figure 1: Sketch of square in Problem 2

(a) Consequently, the joint pdf of (X,Y") is given by
1
T for —l<zr<l,—-1<y<l;
f(x,y)(l‘7y) = (10)

0 elsewhere.

(b) Denoting the square in Figure 1 by R, it follows from (10) that, for any
subset A of R?,

Pri(z,y) € A] = //A foxw (x,y) dedy = i -area(A N R); (11)

that is, Pr[(z,y) € A] is one—fourth the area of the portion of A in R.

We will use the formula in (11) to compute each of the probabilities in (i),

(ii) and (iii).

(i) In this case, A is the circle of radius 1 around the origin in R? and
pictured in Figure 2.
Note that the circle A in Figure 2 is entirely contained in the square
R so that, by the formula in (11),
area(A)

Pr(X24+Y2<1)= _T
r(X*+ ) 1 1
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Figure 2: Sketch of A in Problem 2(i)

(ii) The set A in this case is pictured in Figure 3 on page 5. Thus, in
1.3

= + 2
this case, AN R is a trapezoid of area 2 - 2 5 2 — 2, so that, by the

formula in (11),

1 1
Pr2X —Y >0) = Zl-area(AﬂR) =3

(iii) In this case, A is the region in the zy—plane between the lines z+y = 2
and z +y = —2 (see Figure 4 on page 6). Thus, AN R is R so that,
by the formula in (11),

area(R)
4

Pr(|X +Y| < 2) = ~1.

3. Prove that if the joint cdf of X and Y satisfies

Fiy(@y) = Ec(2) F, (y),
then for any pair of intervals (a, b) and (c, d),

Pria < X <bc<Y <d)=Pr(a< X <b)Pr(c<Y <d).
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Figure 3: Sketch of A in Problem 2(ii)

Solution: First show that
Pria <X <b,e<Y <d)=F,, (bd)—F,, (bc)=F,, (a,d)+F,, (ac)

(see Problem 1 in Assignment #15). Then,
Prla < X <bce<Y <d) = F,(b)F,(d)—F,(b)F,(c)

= Prla< X <b)Pr(c<Y <d),

which was to be shown. O

4. The random pair (X,Y") has the joint distribution shown in Table 1 on page 6.
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Figure 4: Sketch of A in Problem 2(iii)

X\Y |2 3 4
s 113
12 6

Table 1: Joint Probability Distribution for X and Y, p,

X,Y)

(a) Show that X and Y are not independent.

Solution: Table 2 shows the marginal distributions of X and Y on the
margins on page 7.
Observe from Table 2 that

Pixyy (1,4) =0,
while
1 1
px(l) = Z and py(4) - g
Thus,
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X\Y[2 3 4][p,

1T 1 1
, |# 8N
Sl VY oalg
.
Py |3 3 3|1

Table 2: Joint pdf for X and Y and marginal distributions p, and p,

so that
Py, (1,4) # pyc (1) - py (4),
and, therefore, X and Y are not independent. 0
(b) Give a probability table for random variables U and V' that have the same
marginal distributions as X and Y, respectively, but are independent.
Solution: Table 3 on page 7 shows the joint pmf of (U, V) and the

marginal distributions, p, and p,,. O
U\V.|2 3 4 |p,
1 L L I 1
2 12 12| %
2 L 1)1
6 6 6 2
3 |1 1 1|1
2 12 2l 4
v |3 3 311

Table 3: Joint pdf for U and V' and their marginal distributions.

5. Let X denote the number of trials needed to obtain the first head, and let Y be
the number of trials needed to get two heads in repeated tosses of a fair coin.
Are X and Y independent random variables?

. e . 1
Solution: X has a geometric distribution with parameter p = 3 so that

1
px(k):@, for k=1,2,3,... (12)
On the other hand,
1
PrlY =2 = -, (13)

since, in two repeated tosses of a coin, the events are HH, HT, TH and T'T,
and these events are equally likely.
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Next, consider the joint event (X = 2,Y = 2). Note that
(X=2Y=2)=[X=2|Nn]Y =2]=0,

since [X = 2] corresponds to the event TH, while [Y = 2] to the event HH.
Thus,
Pr(X =2,Y =2) =0,

while

Px(2) -2, (2) =
by (12) and (13). Thus,

Pixwy (2,2) # 15 (2) - Py (2).
Hence, X and Y are not independent. 0

6. Let X ~ Normal(0,1) and put Y = X?2. Find the pdf for Y.
Solution: The pdf of X is given by

fele) = o=

We compute the pdf for Y by first determining its cdf:
Pr(Y <y) = P(X*<y) fory>0

= Pr(—yT<X < Vi)

= <X <y

Pr(—\/y y), since X is continuous.

2
e ™2 for —oo <z < 0.

Thus,
Pr(Y <) = Pr(X < y§) — Pr(X < )
= P (i) = Fy(—i) fory >0,
We then have that the cdf of Y is
Fy(y) = Fy(Vy) — Fx(=vy) fory >0,

from which we get, after differentiation with respect to y,

Sy = F;w»%w;(—@rﬁ
- fxwmﬁw}((—@%

1
ey e—y/Z}
{ V2T V2T
efy/27

s-2)-
&l-
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for y > 0, where we have applied the Chain Rule. Hence,

1 1
— e Y2 fory > 0;

Var i

fr(y) =
0 for y < 0.
O
7. Let X and Y be independent Normal(0, 1) random variables. Compute
P(X?+Y? <1).
Solution: Since XY ~ Normal(0, 1), their pdfs are given by
1 2
= R R
x e , or r € X,
and )
= e_y2/2, for y € R,
Sy (W) N y
respectively. The joint pdf of (X,Y) is then
1
Foow (w.y) = 5 e @RI for (2,y) € R (14)
: T
Thus,
PX*+Y?<1)= //2 2 foxew (@,y) drdy, (15)
Te+y=<1

where the integrand is given in (14) and the integral in (15) is evaluated over
the disc of radius 1 centered around the origin in R2.

We evaluate the integral in (15) by changing to polar coordinates to get

1 21 1
P(X?24+Y2<1) = 2—/ / e Prdrdd
T Jo 0

1
= / ey
0

1
- e
0

= 1= 6_1/2,
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1
orPr(X2+Y2<1):1—%. O

8. Suppose that X and Y are independent random variables such that X ~
Uniform(0, 1) and Y ~ Exponential(1).

(a) Let Z=X+Y. Find F, and f,.
Solution: Since X ~ Uniform(0,1) and Y ~ Exponential(1), their pdfs

are given by
1 if0<z<l;
fx<x>:: {

0 elsewhere,

and

eV ify>0;

respectively. The joint pdf of (X,Y) is then

v oif0<z<xl > 0;
0 elsewhere.

f(X,Y) (33, y) = {

We compute the cdf of Z,

F,(2) =Pr(X <u)=Pr(X+Y <2,

// foxw (x,y) dzxdy, (17)
+y<z

where the integrand in (17) is given in (16) and the integration is done
over the region

or

R={(z,y) eR*|z+y<z}.
Make the change variables

U = x
vo= T+Y,
so that
T = u

(18)
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in the integral in (17) to obtain

Re= [ [ fawo-u

ox,y) . 1 0\ _
a(u’v)—dt(_l 1) 1, (20)

is the Jacobian determinant of the transformation in (18). It then follows
from (19) and (20) that

dudv, (19)

where

F(2) = /_ OO /_ Z f oy (0 — 1) dudv. (21)

Differentiating with respect to z and using the definition of the joint pdf
of (X,Y) in (16) we obtain from (21) that

P& = [ fp iz =0 du 22

where we have also used the Fundamental Theorem of Calculus.
Next, use the definition of f, ., in (16) to rewrite (22) as

1
f,(z) = /o focwy (W, 2 —u) du,  for z >0, (23)

We consider two cases, (i) 0 < z < 1, and (ii) z > 1.
(i) For 0 < z < 1, use (16) to obtain from (23) that

O

4
= ez/ e du
0

so that
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(ii) For z > 0, use (16) to obtain from (23) that

1
e = [ e a

1
= e_Z/ e" du
0

= (e—1)e 7,
so that
f,(z) = (e—1)e*  forz>1. (25)
Combining (24) and (25) we obtain the cdf

0 for z < 0;
f,(z)=¢1—e7, for 0 < 2z < 1 (26)
(e—1)e~*, for z> 1.

Finally, integrating (26) yields the cdf

0 for z < 0;
F,(2)=Rz+e 7 —1, for 0 <z < 1;
e+ (e—1)(et —e?), forz>1.

O

Let U =Y/X. Find F, and f,.
Solution: Since X ~ Uniform(0,1) and Y ~ Exponential(1), their pdfs
are given by

fi(x) =

1 ifo<zx<l;
0 elsewhere,

and

eV ify>0;

respectively. The joint pdf of (X,Y) is then

eV f0o<ax<l, y>0;

f(X,Y) (:L“, y) = {

0 elsewhere.
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We compute the cdf of U,

F,(u) = Pr(U < u) = Pr (% < u> |

/ / Fox (,y) dady, (28)

where the integrand in (28) is given in (27) and the integration is done
over the region

or

R:{(x,y)eRﬂ%gu}.

Make the change variables

w =z
Y
v o= —,
x
so that
r = w
y = wv, (29)
in the integral in (28) to obtain
9(z,y)
iy (W, w0) dwdv, (30)
/ / o O(w,v)

where

0@ Y) _ et <1 0) = w, (31)

J(w, v) vow

is the Jacobian determinant of the transformation in (29). It then follows
from (30) and (31) that

— /_u /_OO iy (W, w0) [w| dwdv. (32)

Differentiating with respect to u and using the definition of the joint pdf
of (X,Y) in (27) we obtain from (32) that

— [ v wwlu] du. (33)

where we have also used the Fundamental Theorem of Calculus.
Next, use the definition of f n (27) to rewrite (33) as

x.v) 1

1
fo(u) = / e "w dw, foru>1, (34)
0
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We evaluate the integral in (34) by integration by parts to get

f ( ) L 1 —uw '
u = — € — — €
v u u? 0
(35)
1 1 _, 1,
= E—a —@6 s fOI'U>O.

In order to compute the cdf, F,, we can integrate (28) in Cartesian coor-

dinates to get
1 ux
F, (u) = // e Y dydx
0o Jo
1

_ /0 10— e da

1.
= 1+ -[le " —1],
U
so that
1.
14+ —=[e* —1], foru>0;
U
Fy(u) = (36)
0 for u < 0.

Note that differentiating F,,(u) in (36) with respect to u, for u > 0, leads
to (35). We then have that

1 1
E(l —e ") — " e ™, foru>0;

fU(u) =

0 for u < 0.

9. Let X ~ Exponential(1), and define Y to be the integer part of X + 1; that is,
Y=i+1lifandonlyifi < X <i+1, fori=0,1,2,... Find the pmf of Y, and
deduce that Y ~ Geometric(p) for some 0 < p < 1. What is the value of p?

Solution: Compute

PrlY =i+ 1] =Pr[i < X <i+1]=Prli < X <i+1],
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10.

since X is continuous; so that

i1
PrY — i+ 1] — / folx) d, (37)
where
e ifx>0;
= ’ 38
o) {0 e (39)

since X ~ Exponential(1).

Evaluating the integral in (37), for ¢ > 0 and f, as given in (38), yields

i+1
PrlY =i+1] = / e ¥ dx
- e
e,
so that .
, 1A 1
PrlY =i+1] = |- 1—- (39)
e e
1
It follows from (39) that Y ~ Geometric(p) with p =1 — —. O
e

The expected number of typographical errors on a page of a certain magazine
is 0.20. What is the probability that an article of 10 pages contains (a) no
typographical errors, and (b) two or more typographical errors. Explain your
reasoning.

Solution: Let X denote the number of typographical errors in one page. Then,
X may be modeled by a Poisson random variable with parameter A, where
E(X) =\, and A = 0.20 in this problem. We then have that the pmf of X is

k
py (k) = % e, fork=0,1,2,3,... (40)

The moment generating function of X is

O (1) =NV fort e R. (41)
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Let X1, Xs,..., X, where n = 10, denote the number of typographical errors
in pages 1 through n, respectively. We may assume that X, X,,... X, are
independent and that they all have a Poisson(\) distribution.

Put Y = X;+Xo+---+ X,,. Then Y gives the number of typographical errors
in the n pages of the article. The moment generating function of Y is then

wy (t) = wxl (t> ’ ¢X2 (t) e wxn (t>7 for t € R, (42)
by the independence of the X;’s. It then follows from (42) and (41) that
o, (t) = [V for t e R,

or
W, (t) =™ for t € R, (43)

Comparing (43) with (41), we see that Y has a Poisson distribution with pa-

rameter n\; that is,
Y ~ Poisson(nl),

so that, in view of (40),

py (k) = T for k=0,1,2,3,... (44)
In this problem n = 10 and A = 0.2.
(a) The probability that the article contains no typographical errors is
Pr[Y = 0] = e ™ = ¢7? ~ 13.53%.

(b) The probability that the article contains two or more typographical errors

is
PrlY > 2] = 1-Pr[Y <1]

= 1-Pr[Y =0] - Pr[Y =1]
= 1l—e™ —nple ™

= 1l—e2—-2¢2

2

(@)
e
i~
S



