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1 Abstract

The logistic map is a nonlinear difference equation well studied in the literature,used to model self-limiting
growth in certain populations. It is known that, under certain conditions, the stochastic logistic map, where
the parameter is varied according to a specified distribution, has a unique invariant distribution. In these
cases we can compare the long-term behavior of the stochastic system with that of the deterministic system
with the average parameter value. Here we study the distributional characteristics of the stochastic logistic
map for several distributions of the parameter value. We also examine the relationship between the mean of
the stochastic logistic equation and the mean of the fixed points for the deterministic logistic equation at the
expected value. We show that, in some cases, the addition of noise is beneficial to the populations, in the
sense that it increases the mean, while for other parameter distributions it is detrimental. Some conjectures
and open questions based on numerical evidence are presented at the end.

2 Introduction

The logistic map is a nonlinear first-order difference equation used to examine the framework of many
biological populations. It was first formulated by Pierre Francois Verhulst in 1838 but became a phenomena
in the 1920’s when it was rediscovered. Upon its rediscovery, it was often applied to biological populations
and believed to model them well. As study of the logistic map continued, it was found that the map is a
special case of population growth and hence, the model is not appropriate for many biological populations.
However, the logistic map is still crucial in understanding the framework of biological populations in general
and can actually model certain populations quite well; it captures both the stable and chaotic aspects of
population growth. Many protozoan populations such as yeast and grain beetles illustrate logistic growth
in laboratory studies [5]. That is, for a specific set of parameters, protozoan populations may be stable -
the populations stays the same size, but for a slightly different set of parameters the population may exhibit
chaotic behavior. Because the logistic map captures stable and chaotic behavior, it allows us to study how
change may affect the growth of a population. When the growth rate is random, as in reality, we want to
understand the long term behavior of the system. We would like to know when and how certain populations
converge - what densities the populations converge to for given growth rate intervals. The logistic map
describes a population growing purely exponentially and is one of the simplest difference equations, loved by
mathematicians because of its simplicity [4].

3 Background

3.1 The Map

The logistic map is a first order difference equation, so an equation that only depends on the previous
iteration. In its canonical form the logistic map is expressed as:

xn+1 = λxn(1− xn),

where xn ∈ [0, 1] expresses a measure of the population in the nth iteration, and λ ≥ 0 represents the
intrinsic growth rate.

Here we will describe the map under two different conditions:

S(x) = λx(1− x), when λ is fixed and (3.1)
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T (x) = λx(1− x), when λ is random. (3.2)

In order to keep x in the interval [0, 1] for every iteration (to keep the logistic equation mapping onto
itself) λ must lie in the interval [0, 4]. If λ > 4, the x’s eventually leave the interval [0, 1] and diverge to
infinity. We did not study the region corresponding to λ < 0.

3.2 Deterministic Logistic Map

The deterministic logistic map is S(x), the logistic map for a fixed λ value. The plots below are all of S(x)
for different values of λ; S(x) is on the y-axis and x on the x-axis.

In Figure 1, we can see that as we increase λ the maximum of the logistic map approaches S(x) = y = 1;
S(x) turns more concave as λ increases. At λ = 4 the maximum of the logistic map occurs at S(x) = y = 1.
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Figure 1: The deterministic logistic map S(x), evaluated at different λ values, λ = 2, 2.5, 3, 3.5, and 4, with

the line y = x superimposed.

In Figure 2 we see the iterative process. To iterate given any value in the interval [0, 1], x0, we plug in
x0 into S(x) to obtain x1. To iterate again, plug in x1 into S(x) to obtain x2. Continue this process to
keep iterating. We can follow the iterative process on the plot: start at x0, then move vertically up until
you reach the map then horizontally until you reach the line y = x. This value is x1 or S(x0) and you have
iterated once. To repeat, move up to the map and then horizontally until you reach the line y = x again,
this is x2 or S(x1) and so we have iterated twice. To keep iterating continue moving horizontally to the line
y = x and vertically to the map. Keep in mind that the line y = x represents the x values that did not
change from one iteration to the next. On the plot we have denoted the x values at every iteration both on
the x and y axes. We can iterate infinitely many times and track the convergence.
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Figure 2: The solid arc is S(x) for one λ value with the line y = x superimposed. A depiction of the iterative

process for a given x0 is shown by the dashed path.

Some interesting questions to consider for the logistic map are: Do we know what happens for different
λ values? Where do the x’s eventually go? Do we converge to the same points for all λ’s? Before answering
these question it is important to define a period-n cycle.

Definition 3.1 A period-n cycle is an oscillation in which the value of interest repeats every n iterations

[6].

Period-n cycles are important when discussing the logistic map because depending on the λ value, the
map oscillates between n points.

For λ in the interval [0, 1] the population eventually dies out, xn −−−−→
n→∞

0. The x values converge to zero

regardless of their initial values. We can start with any arrangement, or distribution, of x0’s but if λ is in the
interval [0, 1], as we iterate the xn’s will converge to zero. Zero is the only stable fixed point in this region.
We do not have a period-n cycle in this region.

For λ in the interval (1, 3] the population eventually reaches a non-zero steady state, a stable fixed point:

λ− 1

λ
. (3.3)

The population measure converges to one point. No matter what arrangement of x0’s we start with, as we
iterate, the xn’s will converge to one specific point in the interval (0, 1). λ ∈ (1, 3] represents the period-1
region.

For λ in the interval (3, 1 +
√

6] the logistic map reaches a non-zero steady state and has a period-2
cycle. After a sufficient burn-in time, as we iterate the xn’s oscillate between two points, the period two
orbit points [6] :

p(λ) =
(λ+ 1)−

√
(λ− 3)(λ+ 1)

2λ
(3.4)

q(λ) =
(λ+ 1) +

√
(λ− 3)(λ+ 1)

2λ
. (3.5)
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Note the average of the period two orbits is: λ+1
2λ . If we stop iterating after n iterations, where n is sufficiently

large and the map has converged, the xn’s will be at one point mass. If we iterate one more time - arrive
at the n + 1 iteration - the population measure is at a different point from the nth iteration, but a single
point nonetheless. In the n+ 2 iteration the population measure is at exactly the same point as in the nth
iteration. In the n+3 iteration the population measure is at exactly the same point as in the n+1 iteration.
This continues as we increase n, hence, the population measure oscillates between two points. λ ∈ (3, 1+

√
6]

represents the period-2 region.
For λ in the interval (1+

√
6, 3.54409] (approximately) the logistic map has a period-4 cycle; the population

oscillates between 4 values. After sufficient burn-in time, if we inspect a vector of the last 8 iterations we
will note that the 1st and 5th entries are identical. Similarly, the following entry pairs will also be equal:
2nd and 6th, 3rd and 7th, 4th and 8th. The population measure bounces between four different points in
the same consecutive order as we iterate. λ ∈ (1 +

√
6, 3.54409] represents the period-4 region.

Period doublings occur as λ increases towards 3.56995 to cycles of period 8, 16, 32 and so on. However,
as the period increases, the respective λ interval narrows. At approximately 3.56995 chaos ensues, so for
λ ≥ 3.56995 the deterministic logistic map may exhibit chaotic behavior [6].

We now know the behavior of the deterministic logistic map, S(x), for any given λ. To examine S(x) for
various λ values simultaneously, we plot its bifurcation diagram.

Definition 3.2 A bifurcation diagram shows all possible long-term values - such as fixed points, equilibria

or periodic orbits - of a map.

The bifurcation diagram for the deterministic logistic map, Figure 3, shows the long-term behavior of
S(x) after many iterations, for different λ values.

Figure 3: Bifurcation diagram for S(x).

Our goal for the remainder of the analysis is to compare the stochastic logistic map, denoted as T (x) in
equation 3.2, with the deterministic map, S(x). To do that, we need to establish the existence of an invariant
measure for the stochastic logistic map.
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4 Unique Stable Invariant Density

In this section we will define a unique stable invariant density. First and foremost, we define density.

Definition 4.1 A density , fX(x), communicates all possible values of a random variable, X, and the

corresponding respective probabilities such that

Pr[a ≤ X ≤ b] =

∫ b

a

fX(x)dx.

In order to define invariant within the context of the logistic map, we will introduce the Frobenius-
Perron Operator [3] for the logistic map. Once we have a definition for invariant we will go on to define
stable density, unique density and unique stable invariant density.

4.1 The Frobenius-Perron Operator for the Logistic Map

The Frobenius-Perron Operator is useful for examining the evolution of densities [3] . We will follow the
notation utilized by Fisher and Radunskaya in [2] and a similar process to finding the Frobenius-Perron
Operator as Lasota and Mackey in [3].

For the logistic map, we have the following notation.
Let D denote the set of all probability densities supported on Ω = (0, 1), and let f(y) be an element in D.
Let g(λ) denote the density of the λ’s, here g is uniform:

g(λ) =

{
1
b−a in [a, b]

0 else
,where a < b ∈ [0, 4].

The map T (x), equation 3.2, induces a map on f ∈ D given by the Frobenius-Perron operator, P̄ . For the
stochastic logistic map, T (x),

P̄ f(x) =

∫ b

a

f(y)g(λ) dλ.

Let λ = x
y(1−y) . Then,

P̄ f(x) =

∫
f(y)g

(
x

y(1− y)

)
dx

y(1− y)
. (4.1)

In order to find the bounds of integration, we have to integrate over the area in Figure 4. Because we
did a change of variables, we must integrate horizontally with regards to x.
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Figure 4: T (x) for two iterations: T (x;λ0 = a) and T (x;λ1 = b) with the line y = x superimposed. In this

figure we illustrate how to integrate T (x) and how to find the bounds for equation 4.1.

When a ≤ λ ≤ b, x goes from b−
√
b2−4bx
2b to b−

√
b2−4bx
2b or x goes from b−

√
b2−4bx
2b to a−

√
a2−4ax
2a and

from b+
√
b2−4bx
2b to a+

√
a2−4ax
2a . This is because by(1 − y) = x ⇒ x = b±

√
b2−4bx
2b and ay(1 − y) = x ⇒ x =

a±
√
a2−4ax
2a . Note: the max of λx(1− x) is at x = 1

2 and S( 1
2 ) = λ

4 .
Thus, the Frobenius-Perron Operator for the logistic map with λ ∈ [a, b] is:

P̄ f(x) =



0 b
4 < x ≤ 1∫ b+

√
b2−4bx
2b

b−
√

b2−4bx
2b

1
b−a

f(y)
y(1−y)dy

a
4 ≤ x ≤

b
4

∫ a−
√

a2−4ax
2a

b−
√

b2−4bx
2b

1
b−a

f(y)
y(1−y)dy +

∫ b+
√

b2−4bx
2b

a+
√

a2−4ax
2a

1
b−a

f(y)
y(1−y)dy 0 ≤ x < a

4 .

Now that we know the Frobenius-Perron Operator for T (x) with uniform λ, we can define the following.

Definition 4.2 An invariant density is a density function, f∗, such that, P̄ f∗ = f∗.

Note:

fn+1 = P̄ fn(x) =



0 b
4 < x ≤ 1∫ b+

√
b2−4bx
2b

b−
√

b2−4bx
2b

1
b−a

fn(y)
y(1−y)dy

a
4 ≤ x ≤

b
4

∫ a−
√

a2−4ax
2a

b−
√

b2−4bx
2b

1
b−a

fn(y)
y(1−y)dy +

∫ b+
√

b2−4bx
2b

a+
√

a2−4ax
2a

1
b−a

fn(y)
y(1−y)dy 0 ≤ x < a

4 .
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Definition 4.3 A stable density is a density which is approached from some initial distribution, f0. That

is, f∗ is stable if limn→∞ fn+1 = limn→∞ P̄ fn = f∗.

Definition 4.4 A unique density is a density that is the only invariant density.

Definition 4.5 A unique stable invariant density is a single density approached from any initial dis-

tribution, f0.

Note that the Frobenius-Perron Operator above is defined for the logistic map with λ ∼ U [a, b]. We
can therefore create a Frobenius-Perron Operator for the whole period one region - or any other allowable
region. The Frobenius-Perron Operator allows us to check if a distribution is invariant or not. If f∗, is a
unique stable distribution for the stochastic logistic map, T (x), with λ uniformly distributed on [a, b], and
if when the Frobenius-Perron Operator is applied to f∗ we stay at f∗, then f∗ is also invariant. However,
if we apply the Frobenius-Perron Operator to any f0 and converge to a different distribution f , then the
existence of the integral for one iteration does not say anything about the convergence of a particular f0 to
f∗. The Frobenius-Perron Operator is therefore just a tool for analytically writing down f∗.

We know that a unique invariant density exists for the stochastic logistic map because of theorem 4.6 [1,
p. 343].

Theorem 4.6 Assume that the distribution g of λn has a nonzero absolutely continuous component (with

respect to the Lebesgue measure on (0, 4)), whose density is bounded away from zero on some nondegenerate

interval in (1, 4). Assume

E[logλ1] > 0 and E[|log(4− λ1)|] <∞.

Then (a) the Markov process xn(n ≥ 0), defined recursively by x0, xn+1 = αn+1xn(1− xn) (n ≥ 0) where x0

takes values in (0, 1) and is independent of g, has a unique invariant probability π on (0, 1), and

1

N

N∑
n=1

p(n)(x, dy)→ π(dy) in total variation distance, as N →∞

where pn is a one-step transition probability matrix on (0, 1) and (b) if, in addition, the density component

is bounded away from zero on an interval that includes an attractive periodic point of prime period m, then

pmk(x, dy)→ π(dy) in total variation distance, as k →∞.

In our logistic map setting, g is the uniform distribution on [a, b] s.t. 1 < a < b ≤ 4 hence, g has a
nonzero absolutely continuous component whose density is bounded away from zero on some nondegenerate
interval (1, 4). Furthermore,
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E[ln(λ1)] =

∫ b

a

ln(λ1)
1

b− a
dλ1

= b ln(b− 1)
1

b− a
− a ln(a− 1)

1

b− a

=
1

b− a
[b ln(b− 1)− a ln(a− 1)] > 0, since

ln(b− 1) > ln(a− 1)

bln(b− 1) > aln(b− 1) > aln(a− 1).

Additionally, if a, b < 3,

E[|ln(4− λ1)|] =
1

b− a

∫ b

a

ln(4− λ1)dλ

=
(4− b)ln(4− b)− (4− a)ln(4− a)

b− a
+ 1 <∞,

if a < 3 and b ≥ 3,

E[|ln(4− λ1)|] =
1

b− a

∫ 3

a

ln(4− λ1)dλ− 1

b− a

∫ 3

b

ln(4− λ1)dλ

= − (4− b)ln(4− b)− (4− a)ln(4− a) + 6− a− b
b− a

<∞,

if a, b ≥ 3,

E[|ln(4− λ1)|] = − 1

b− a

∫ b

a

ln(4− λ1)dλ

=
(4− a)ln(4− a)− (4− b)ln(4− b)

b− a
− 1 <∞.

Regardless, E[|ln(4−λ1)|] <∞. For us, xn = T (x) = λx(1−x), hence T (x) satisfies all the conditions in
theorem 4.6. Therefore, T (x) has a unique stable invariant probability supported on (0, 1) and we can now
compare the moments of the stochastic logistic map with the moments of the deterministic logistic map.

4.2 Stochastic Logistic Map

When iterating the stochastic logistic map, T (x), we change the λ value at every iteration. We can see this
process in Figure 5. Given λ distributed uniformly on [2, 2.5], we iterate by moving from an initial x value,
x0, up to the logistic map evaluated at a randomly generated λ value. For example, let λ = 2. So to iterate
we move from x0, up to the logistic map evaluated at λ = 2, then move horizontally to the line y = x, this
value is x1 or T (x0;λ0 = 2). Then, the λ value changes, let’s say the next λ value drawn is 2.3. Instead of
moving up to the logistic map evaluated at λ = 2 ( as we would for S(x) ), we move vertically to the logistic
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map evaluated at λ = 2.3, denoted by the blue curve in Figure 5. Then we move horizontally to the line
y = x, this value would be x2 or T (x1;λ1 = 2.3). To iterate again we repeat the process moving up to the
logistic map evaluated at another uniformly drawn random λ value, and then over to the line y = x. If we
continued this process, the plot would end up with an arrangement of maps created by all the logistic maps
evaluated at the different lambda values. Note that the curves do not cross the line y = x at the same place;
the three curves in Figure 5 each cross the line y = x at a different place. This is important because the line
represents the stable fixed points of the function.

Figure 5: T (x) for three iterations: T (x0;λ0 = 2), T (x1;λ1 = 2.3), T (x2;λ1 = 2.5) and with the line y = x

superimposed. A depiction of the iterative process given x0 and λ0 = 2, λ1 = 2.3, λ1 = 2.5.

The compilation of S(x)’s in figures like Figure 5, created by the iterative process for T (x), comes
across as ‘fuzziness’ in plots like Figure 6, a bifurcation diagram for T (x). The ‘fuzziness’ has to do with
the equilibria; because there are different equilibria values for every iteration of T (x) (see Figure 5), the
stochastic logistic map no longer converges to points but to a distribution of points. It is important to note
that there is not one single bifurcation diagram for T (x), there are infinitely many because they depend on
g(λ), the distribution that defines how much we vary λ. Figure 6 shows the distribution to which T (x) has
converged given a specified distribution on λ, g(λ). The λ’s on the x-axis no longer represent the values we
input into S(x), but rather the expected value of λ under g. We can see that the logistic map no longer
converges to the points on Figure 3 for a given λ value, but rather, it converges to a distribution.
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Figure 6: A bifurcation diagram for T (x) with g(λ) = 1
0.2 for λ ∈ [a − .1, a + .1] and a as the x coordinate

on the plot. Note the x-axis of this figure is for 0.5 ≤ a ≤ 3.9 but we can plot a bifurcation diagram for

a ∈ [0, 4].

For every λ value on the x-axis of Figure 6, there is vertical distribution of x values that T (x) approaches
as we iterate. Recall that a bifurcation diagram tells us the long-term behavior of a map. Outside the chaotic
region, the bifurcation diagram for S(x) shows that S(x) converges to points. The bifurcation diagrams for
T (x) show that T (x) converges to a distribution at each λ. Recall in section 4.1 we demonstrated that this
distribution was a unique stable invariant distribution, for given uniform g(λ)’s.

4.3 Simulations

The simulation results agree with the theory that the parameters converge in the period one, two and four
regions; that a unique stable invariant density exists for those regions.

Figure 7 is a slice of a bifurcation diagram of T (x) ( as in Figure 6) in the period one region. Particularly,
it is a vertical slice of a bifurcation diagram of T (x)with λ ∼ U [1.484, 1.532]. Figure 7 shows the distribution
of the x values as we iterate. If we start with 1000 uniformly drawn random x0’s, so with f as the uniform
distribution on [0, 1] indicated by the purple curve in Figure 7, and iterate 1 time, the x values are distributed
by the blue curve. After 10 iterations the x-values are distributed by the green curve and after 50 iterations
distributed by the yellow curve, which lies below the final density in Figure 7. This is because the yellow curve
is covered up by the orange curve (the distribution of x-values after 100 iterations ), which in turn is covered
up by the red curve (the distribution of x-values after 10000 iterations ). We expect that the red distribution
is the unique stable invariant distribution for the stochastic logistic map with λ ∼ U [1.484, 1.532]. Recall f∗

is the unique stable invariant distribution, and hence once the x-values are distributed by f∗ they will stay
distributed by f∗ indefinitely, regardless of how many more times we iterate.
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Figure 7: Shows the distribution of the x’s for the initial distribution, the 1st, 10th, 50th, 100th, and

10000th iterations in purple, blue, green, yellow, orange, and red respectively for λ = 1.508. If you apply the

Frobenius-Perron Operator to the red distribution we expect that you would get the red distribution back;

hence we believe the red distribution to be invariant.

Similarly, Figure 8 is a slice of a bifurcation diagram for T (x) with λ ∼ U [3.184, 3.232]. The figure has
two humps instead of one because the bifurcation diagram for T (x), like S(x), has two branches in the period
two region; each hump represents the vertical distribution of the x’s in one branch. Again, we started with
f as the uniform distribution on [0, 1], denoted by the purple curve in Figure 8. After one iteration the x’s
are distributed by the blue curve. After 10 iterations by the green curve. After 50 iterations by the yellow
curve. After 100 iterations by the orange curve which is covered by the red curve, the distribution of the x’s
after 10000 iterations. Although it took more iterations to converge than in the period one region, we still
see that the distribution of x’s is converging. Again, we expect that the red distribution is the unique stable
invariant distribution for the stochastic logistic map, T (x), with λ ∼ U [3.184, 3.232].
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Figure 8: Shows the distribution of the x’s for the initial distribution, the 1st, 10th, 50th, 100th, and 10000th

iterations in purple, blue, green, yellow, orange, and red respectively for λ = 3.208.

Figure 7 supports the claim that if we start with f as the uniform distribution on [0, 1] and with λ ∼
U [a, b]s.t.a, b ∈ (1, 3], the period one region, then we do indeed reach a stable invariant distribution. Similarly,
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Figure 8 supports the claim that if we start with f as the uniform distribution on [0, 1] and with λ ∼
U [a, b]s.t.a, b ∈ (3, 1 +

√
6],the period two region, then we do indeed reach a stable invariant distribution.

We can generate plots like Figure 7 and Figure 8 for the period 4 region but the distributions are not as
clear. Figure 9 is a is a slice of a bifurcation diagram for T (x) with λ ∼ U [3.474, 3.522]. Although we can see
that as we iterate, the x distribution does seem to converge, the convergence is slower in the period 4 region
than in the previous regions. Nevertheless, Figure 9 supports the same conclusion as Figure 7 and Figure 8:
a stable invariant distribution exists for the logistic map in each of these periods. In fact, simulations (not
shown) confirm that we can start with any initial f and still eventually get to f∗, the red distributions, for
the period one, two and four regions; hence, we believe that the red distributions are also unique, that f∗ is
an unique stable invariant density. The simulations provided in this paper correspond to f0 = U [0, 1].
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Figure 9: Shows the distribution of the x’s for the initial distribution, the 1st, 10th, 50th, 100th, and 10000th

iterations in purple, blue, green, yellow, orange, and red respectively for λ = 3.498.

5 Mean versus Mean

Our particular goal is to compare the mean of f∗ under T (x) = λx(1 − x) with the mean of the stable
equlibria points for S(x) = λx(1− x), the deterministic map, evaluated at the expected value of λ.

5.1 Period One

Figure 10 shows the stable fixed point for λ = 1.508, (red line)the point on the bifurcation diagram of S(x)
for λ = 1.508, and the average of the points that make up the histogram, mean of f∗ (blue line). Figure 11
is the same plot as Figure 10 only zoomed in. We can see that the blue line is before the red line, hence, the
average of the x’s at the 5000 iteration is less than the stable fixed point for λ = 1.508. Figure 10, and other
similar histograms corresponding to T (x) in the period one region, suggest that the mean of f∗ under the
stochastic logistic map (blue line) is less than or equal to the stable fixed point of the deterministic logistic
map, S(x); the plots always show the blue line before the red line.
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Figure 10: Histogram of the 5000th iteration for T (x) with λ ∼ U [1.484, 1.532] and the relevant means.
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Figure 11: Zoomed in version of figure 10

In fact, we know that the blue line will always come before the red line in the period one region because
of the following theorem.

Theorem 5.1 In the period one region, λ ∈ (1, 3], the mean of f∗ under the stochastic logistic map is less

than or equal to the stable fixed point of the deterministic map at Eg(λ), where g is a continuous distribution

of λ .

Proof

Let f∗ be the unique invariant density of the logistic map and g be the distribution of λ. Then because

f∗ and g are independent,

Ef∗ [x] = E(f∗,g)[λx(1− x)] = Eg[λ]Ef∗ [x(1− x)] = Eg[λ](Ef∗ [x]− Ef∗ [x2]).
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Let λ = Eg[λ]. So,

Ef∗ [x] = λ(Ef∗ [x]− Ef∗ [x2]) =⇒ λEf∗ [x2] = (λ− 1)Ef∗ [x],

and by Jensen’s inequality, Ef∗ [x2] ≥ (Ef∗ [x])2.

Hence,

λEf∗ [x2] = (λ− 1)Ef∗ [x] ≥ λ(Ef∗ [x])2

=⇒ (λ− 1) ≥ λEf∗ [x]

=⇒ λ− 1

λ
≥ Ef∗ [x].

Where the fixed point of S(x) at λ is λ−1
λ

and Ef∗ [x] is the expected value of T (x) under the unique stable

invariant distribution.

Note: the inequality in theorem 5.1 holds for λ in any region. However, the equilibria will be a different

function of λ (i.e., not λ−1
λ ) as λ changes regions. That is, λ−1

λ
is the mean of f∗ only for the period one

region. Therefore, our proof does not tell us anything about the relationship between the stochastic and
deterministic means in other regions.

5.2 Period Two

Figure 12 shows a histogram of the 4999 : 5000th iterations - the last two iterations are included because λ
is in the period two region and the x’s oscillate between the two humps- for T (x) with λ ∼ U [3.184, 3.232]
and the stochastic and deterministic means. The orange line on the histogram corresponds to the average
of the two bifurcation points for λ = 3.208, the points on the bifurcation diagram of S(x) for λ = 3.208.
The green line depicts the average of the points that make up the histogram. In Figure 13, the zoomed in
version of Figure 12, we can see that the orange line is before the green line, so the average of the points
that make up the histogram is greater than the average of the two stable fixed points. Figure 12, and other
histograms of the last two iterations of T (x) for λ in the period two region, suggest that the expected value
of f∗ under the stochastic logistic map is greater than or equal to the mean of the stable fixed points of
the deterministic map for Eg(λ), where g is the distribution of the λ’s. That is, the relationship between the
stochastic and deterministic means in the period two region is the opposite of the relationship in the period
one region.
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Figure 12: A histogram of the 4999 : 5000th iterations - the last two iterations are included because λ is in

the period two region and the x’s oscillate between the two humps- for T (x) with λ ∼ U [3.184, 3.232] and

the stochastic and deterministic means.
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Figure 13: Zoomed in version of figure 12.

Conjecture 5.2 In the period two region, λ ∈ (3, 1 +
√

6], the expected value of f∗ under the stochastic

logistic map is greater than or equal to the average of the stable fixed points of the deterministic map at

Eg(λ), when g is a continuous symmetric distribution of λ.

Not only do the simulations support conjecture 5.2, but we also believe the conjecture to be true because
of the convexity of the logistic map. The map has higher convexity at p(λ) than at q(λ) (see equation 3.4
and equation 3.5). If we can prove that Jensen’s inequality is “stronger” for p(λ) than for q(λ), then we can
prove conjecture 5.2.

Though it does not gives us the true expected value of f∗ (the stochastic mean), we can show that the
expected value of the average of the bifurcation points is larger than the deterministic mean. Our work
demonstrates that the convexity of p and q lead to higher values in expected value than simply the average
at the expected value of λ. In turn, we have some evidence that conjecture 5.2 is true.
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Then conjecture 5.2 follows,
Let h(λ) = p(λ) + q(λ) where p(λ) and q(λ) are the two stable fixed points for the period two regions,

then we have:

h(λ) = 1 +
1

λ
⇒ h′(λ) = − 1

λ2
⇒ h′′(λ) =

2

λ3
> 0.

Therefore, by Jensen’s inequality:

E[p(λ) + q(λ)] = E[h(λ)] > h(E[λ]) = p(E[λ]) + q(E[λ]),

E[p(λ) + q(λ)]

2
≥ p(E[λ]) + q(E[λ])

2
E[p(λ) + q(λ)]

2
≥ deterministic mean.

The problem arises with how we are defining “mean”. It is not true that the mean of x is the same as the
mean of the fixed points, since, at each iteration, the x-value will move toward the fixed point corresponding
to whatever λ-value was picked but it doesn’t jump right to it; the x-values move towards the period-two
points of the new λ but they do not jump there. We believe that the convexity plays a vital role because as
λ increases the p(λ) decreases, on average, more than q(λ) increases.

5.3 Period Four

Figure 14 shows the average of the four stable fixed points for λ = 3.508, the points on the bifurcation
diagram of S(x) for λ = 3.508, and the average of the points that make up the histogram. In Figure 15, the
zoomed in version of Figure 14, we can see that the green line is before the orange line, so the average of the
points that make up the histogram (which is approximately f∗) is less than the average of the four stable
fixed points, just as in the period one region. Figure 14, and other histograms of the last four iterations of
T (x) for λ in the period four region, suggest that the expected value of f∗ under the stochastic logistic map
is less than or equal to the mean of the stable fixed points of the deterministic map for Eg(λ), where g is
the continuous distribution of the λ’s, because the green line will come before the orange line.
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4,997:5,000 iteration combined for Lambda=3.508
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Figure 14: A histogram of the 4997 : 5000th iterations - the last four iterations are included because λ is in

the period four region and the x’s oscillate between the four modes, for T (x) with λ ∼ U [3.484, 3.532] and

the means in question. The orange line is the average of the four stable fixed points for λ = 3.508 and the

green line is the empirical mean of f∗. The red lines are the stable fixed points and the blue lines are the

averages of each mode.
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Figure 15: A zoomed in version of Figure 14. The orange line is the average of the four stable fixed points

for λ = 3.508 and the green line is the empirical mean of f∗.

Conjecture 5.3 In the period four region, λ ∈ (1+
√

6, 3.54409], the expected value of f∗ under the stochastic

logistic map is less than or equal to the average of the stable fixed points of the deterministic map at Eg(λ),

when g is a continuous distribution of the λ’s.
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5.4 Comparison of Means in the Grand Scheme

Figure 10, Figure 12, and Figure 14 allow us to examine the expected value of f∗ under T (x) and the average
of the stable fixed points of S(x) for three particular values of λ. We want to be able to compare the averages
of the stochastic and deterministic logistic maps for a variety of λ’s at the same time, instead of one at a
time. We can do that by looking at plots like Figure 16.The x-axis of Figure 16 corresponds to the Eg(λ),

when g(λ) =

{
1
b−a in [a, b]

0 else
with a, b ∈ [0, 4] and b− a = 0.048. A vertical slice of Figure 16 in the period

one, two and four regions corresponds to the vertical lines drawn on the histograms in plots like Figure 10,
Figure 12 and Figure 14. The lines on the histograms in Figure 10, Figure 12 and Figure 14 are rotated 90
degrees counter-clockwise and consolidated into one dimension to make up a vertical slice of Figure 16.

1.0 1.5 2.0 2.5 3.0 3.5 4.0
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Figure 16: The stable fixed points (red), the averages of the stable fixed points (red in the period 1 region,

orange in the period 2 and 4 regions), the average of each mode of f∗ (blue), and the mean of f∗ (blue in

the period 1 region, green in the period 2 and 4 regions) are depicted in the plot.

In order to examine the two conjectures included in this paper, we will zoom in on the period two
and period four regions of Figure 16; we omit period one because we have proven the inequality of the
means for that region. It is important to note that the orange and green lines in Figure 16 move closer
and farther together depending on the width of the interval for [a, b] where a and b are defined within

g(λ) =

{
1
b−a in [a, b]

0 else
with a, b ∈ [0, 4] and b − a = 0.048. Intuitively this makes sense because as the

interval [a, b] narrows, T (x) is less random and T (x) approaches S(x).
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5.4.1 Period Two
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Figure 17: Figure 16 zoomed in on the period 2 region. The stable fixed points are red, the average of the

stable fixed points is orange, the averages of each hump are blue, and the mean of f∗ is green. Note that

the green lines lie entirely above the orange line.
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Figure 18: Figure 16 zoomed in on the average of the stable fixed points (orange) and the mean of f∗ (green)

for the period 2 region.

In Figure 17 the red lines are the two stable fixed points of S(x) and hence, are the exact same lines as
the lines in Figure 3, the bifurcation diagram of S(x), in the period two region. The blue lines represent
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the averages of the points in each mode of a histogram like Figure 12, for the corresponding Eg(λ) on the
x-axis. Although the blue and red lines are informative, our interest lies on the orange and green lines. We
want the orange line, the average of the two stable fixed points of S(x), to be entirely below the green line,
the mean of f∗ under T (x), for the entire period two region. When we zoom in on the orange and green
lines, as in Figure 18, we can see that indeed the orange line is below the green line for λ ∼ U [a, b] such that
a, b ∈ (3, 1 +

√
6] (or for λdistributed symmetrically with endpoints in the period 2 region). In Figure 18

we see that near the endpoints the lines switch directions, that is because near the value 3, the distribution
of λ is uniform on [a, b] with a in the period one region and b in the period two region and near 1 +

√
6,

the distribution of λ is uniform on [a, b] with a in the period two region and b in the period four region.
However, if we let λ range solely in the period 2 region, then the green line is above the orange line. Hence,
our simulations support our period two conjecture.

5.4.2 Period Four

Similarly, in Figure 19 the red lines are the four stable fixed points of S(x) and hence, are the exact same
lines as the lines in Figure 3, the bifurcation diagram of S(x), for the period four region. The blue lines
represent the averages of the points in each hump of a histogram like Figure 14, for the corresponding Eg(λ)
on the x-axis. Again, we are mostly interested in the orange and green lines. Unlike the period two region,
we conjecture the orange line, the average of the two stable fixed points of S(x), to be above the green line,
the mean of f∗ under T (x), for the entire period four region. When we zoom in on the orange and green
lines, as in Figure 20, we see that the orange line is above the green line and our simulations, therefore,
support our period four conjecture.
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Figure 19: Figure 16 zoomed in on the period 4 region. The stable fixed points are red, the average of the

stable fixed points is orange, the averages of each hump are blue, and the mean of f∗ is green.
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Figure 20: Figure 16 zoomed in on the average of the stable fixed points (orange) and the mean of f∗ (green)

for the period 4 region.

6 Conclusion

Our goal was to compare the expected value of the deterministic and stochastic logistic map in different
periods. In order to talk about the expected value of the stochastic logistic map, a unique stable invariant
density needs to exist for T (x). Our simulations for the period 1, 2, and 4 regions support the existence of
a unique stable invariant density, and we provide a proof that a unique stable invariant density exists for
the logistic map. Hence, we can compare the expected value of S(x) with the mean of f∗ under T (x). In
the period one region, the fixed point - average of the deterministic map - is greater than or equal to the
expected value of the xs under the unique stable invariant distribution - the long term average of T (x). In
terms of a growth model, if something in the environment is randomly fluctuating, affecting the birthrates
of a population, then the average population will be smaller. For the period 2 region we conjecture that
the average of the fixed points for the period 2 region for the deterministic map is less than or equal to the
average under the unique stable invariant distribution of T (x). In a growth model, the average population
will be greater when the environment is randomly fluctuating. In the period 4 region our simulations support
the conjecture that the direction of the inequality switches back - the average of the fixed points for the
period 2 region for the deterministic map is greater than or equal to the average under the unique stable
invariant distribution of T (x). In the period one and four regions the stochasticity is detrimental, but in
the period two region it is evolutionary advantageous. It makes sense to conjecture that as we increase the
period, the direction of the inequality switches back and forth, at least through the period doubling range
of λ.
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