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Chapter 1

Preface

This course is an introduction to the Calculus of Variations and its applications
to the theory of differential equations, in particular, boundary value problems.
The calculus of variations is a subject as old as the Calculus of Newton and
Leibniz. It arose out of the necessity of looking at physical problems in which
an optimal solution is sought; e.g., which configurations of molecules, or paths of
particles, will minimize a physical quantity like the energy or the action? Prob-
lems like these are known as variational problems. Since its beginnings, the
calculus of variations has been intimately connected with the theory of differen-
tial equations; in particular, the theory of boundary value problems. Sometimes
a variational problem leads to a differential equation that can be solved, and
this gives the desired optimal solution. On the other hand, variational meth-
ods can be successfully used to find solutions of otherwise intractable problems
in nonlinear partial differential equations. This interplay between the theory of
boundary value problems for differential equations and the calculus of variations
will be one of the major themes in the course.

We begin the course with an example involving surfaces that span a wire
loop in space. Out of all such surfaces, we would like to find, if possible, the one
that has the smallest possible surface area. If such a surface exists, we call it a
mimimal surface. This example will serve to motivate a large portion of what
we will be doing in this course. The minimal surface problem is an example of
a variational problem.

In a variational problem, out of a class of functions (e.g., functions whose
graphs in three—-dimensional space yield surface spanning a given loop) we seek
to find one that optimizes (minimizes or maximizes) a certainty quantity (e.g.,
the surface area of the surface). There are two approaches to solving this kind
of problems: the direct approach and the indirect approach. In the direct
approach, we try to find a minimizer or a maximizer of the quantity, in some
cases, by considering sequences of functions for which the quantity under study
approaches a maximum or a minimum, and then extracting a subsequence of
the functions that converge in some sense to the sought after optimal solution.
In the indirect method of the Calculus of Variations, which was developed first
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historically, we first find necessary conditions for a given function to be an
optimizer for the quantity. In cases in which we assume that functions in the
class under study are differentiable, these conditions, sometimes, come in the
form of a differential equations, or system of differential equations, that the
functions must satisfy, in conjunction with some boundary conditions. This
process leads to a boundary value problem. If the boundary value problem can
be solved, we can obtain a candidate for an optimizer of the quantity (a critical
“point”). The next step in the process is to show that the given candidate is
an optimizer. This can be done, in some cases, by establishing some sufficient
conditions for a function to be an optimizer. The indirect method in the Calculus
of Variations is reminiscent of the optimization procedure that we first learn in
a first single variable Calculus course.

Conversely, some classes of boundary value problems have a particular struc-
ture in which solutions are optimizers (minimizers, maximizers, or, in general,
critical “points”) of a certain quantity over a class of functions. Thus, these
differential equations problems can, in theory, be solved by finding optimizers
of a certain quantity. In some cases, the existence of optimizers can be achieved
by a direct method in the Calculus of Variations. This provides an approach,
known as the variational approach in the theory of differential equations.



Chapter 2

Examples of a Variational
Problems

2.1 Minimal Surfaces

Imagine you take a twisted wire loop, as that pictured in Figure 2.1.1, and dip it
into a soap solution. When you pull it out of the solution, a soap film spanning
the wire loop develops. We are interested in understanding the mathematical
properties of the film, which can be modeled by a smooth surface in three

Figure 2.1.1: Wire Loop

7
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dimensional space. Specifically, the shape of the soap film spanning the wire
loop, can be modeled by the graph of a smooth function, u: Q — R, defined on
the closure of a bounded region, €2, in the xy—plane with smooth boundary 9.
The physical explanation for the shape of the soap film relies on the variational
principle that states that, at equilibrium, the configuration of the film must be
such that the energy associated with the surface tension in the film must be the
lowest possible. Since the energy associated with surface tension in the film is
proportional to the area of the surface, it follows from the least—energy principle
that a soap film must minimize the area; in other words, the soap film spanning
the wire loop must have the shape of a smooth surface in space containing
the wire loop with the property that it has the smallest possible area among
all smooth surfaces that span the wire loop. In this section we will develop a
mathematical formulation of this variational problem.

The wire loop can be modeled by the curve determined by the set of points:

(z,9,9(2,y)), for (z,y) € 09,

where 02 is the smooth boundary of a bounded open region 2 in the xzy—plane
(see Figure 2.1.1), and g is a given function defined in a neighborhood of 992,
which is assumed to be continuous. A surface, S, spanning the wire loop can
be modeled by the image of a C'' map

d: 0> R?

given by _
®(x,y) = (z,y,u(z,u)), for all z € Q, (2.1)

where Q = Q U OR is the closure of ), and
u: Q=R
is a function that is assumed to be C? in Q and continuous on ; we write
u e C*Q)NC Q).
Let A, denote the collection of functions u € C?(2) N C(Q) satisfying
u(z,y) = g(x,y), forall (z,y) € 0%,

that is, -
A, ={ueC?*(Q)NC(Q) | u=gon dQ}. (2.2)
Next, we see how to compute the area of the surface S, = ®(Q2), where ® is
the map given in (2.1) for u € A, where A, is the class of functions defined in
(2.2).
The grid lines x = ¢ and y = d, for arbitrary constants ¢ and d, are mapped
by the parametrization ® into curves in the surface S,, given by

y = ®(c,y)
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and
x = d(x,d),
respectively. The tangent vectors to these paths are given by
Ju
P, =10,1, — 2.3
o= (01.5) 2.
and 5
U
o, =11,0, — 2.4
= (10.5), (2.4
respectively. The quantity
@, x ®,|AxAy (2.5)

gives an approximation to the area of portion of the surface S, that results
from mapping the rectangle [z,2 + Ax] X [y,y + Ay] in the region Q to the
surface S,, by means of the parametrization ® given in (2.1). Adding up all the
contributions in (2.5), while refining the grid, yields the following formula for
the area S,,:

area(S,) = // |, x Oy dzdy. (2.6)
Q

Using the definitions of the tangent vectors ®, and ®, in (2.3) and (2.4), re-
spectively, we obtain that

ou Ou
so that
ou\? ou\?
ot =y () (2
or

1@ X @yl = /14 [Vul?,

where |Vu| denotes the Euclidean norm of Vu. We can therefore write (2.6) as

area(S,) = //Q V1+|Vu|? dedy. (2.7)

The formula in (2.7) allows us to define a map
A: A, — R
by

Alu) = // V1+|Vul? dedy, for all u € A, (2.8)
Q

which gives the area of the surface parametrized by the map ®: Q — R3 given
in (2.1) for v € A;. We will refer to the map A: A; — R defined in (2.8) as the
area functional. With the new notation we can restate the variational problem
of this section as follows:
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Problem 2.1.1 (Variational Problem 1). Out of all functions in Ay, find one
such that
A(u) < A(v), forallve A,. (2.9)

That is, find a function in 4, that minimizes the area functional in the class
Ag.

Problem 2.1.1 is an instance of what has been known as Plateau’s problem
in the Calculus of Variations. The mathematical question surrounding Pateau’s
problem was first formulated by Euler and Lagrange around 1760. In the middle
of the 19th century, the Belgian physicist Joseph Plateu conducted experiments
with soap films that led him to the conjecture that soap films that form around
wire loops are of minimal surface area. It was not until 1931 that the American
mathematician Jesse Douglas and the Hungarian mathematician Tibor Radd,
independently, came up with the first mathematical proofs for the existence
of minimal surfaces. In this section we will derive a necessary condition for
the existence of a solution to Problem 2.1.1, which is expressed in terms of
a partial differential equation (PDE) that u € A, must satisfy, the minimal
surface equation.

Suppose we have found a solution, u € Ay, of Problem 2.1.1 in u € A4,. Let
©: Q — R by a C* function with compact support in ; we write ¢ € C°(€)
(we show a construction of such function in the Appendix). It then follows that

u+ttpe Ay, forallteR, (2.10)

since ¢ vanishes in a neighborhood of 9 and therefore u + tp = g on 0Q. It
follows from (2.10) and (2.9) that

Alu) < A(u+tp), forallteR. (2.11)
Consequently, the function f: R — R defined by
f(t) =A(u+tp), forallteR, (2.12)

has a minimum at 0, by virtue of (2.12) and (2.12). It follows from this obser-
vation that, if f is differentiable at 0, then

f(0)=0. (2.13)

We will see next that, since we are assuming that u € C?(R) N C(Q) and
p € C(Q), f is indeed differentiable. To see why this is the case, use (2.12)
and (2.8) to compute

f@) = //Q V1+|V(u+te)|? dedy, for all t € R, (2.14)

where
V(u+tp) =Vu+tVe, forallteR,
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by the linearity of the differential operator V. It then follows that
Viu+te) = (Vu+tVe)  (Vu+tVy)

Vu-Vu+tVu-Vo+tVe - Vu+t2Ve - Vo
= |Vul? +2tVu - Vo + t?|Vp|?,

so that, substituting into (2.14),

f@t) = / V14 [Vul? +2tVu - Vo + t2|Vp|?2 dedy, for all t € R. (2.15)
Q

Since the integrand in (2.15) is C!, we can differentiate under the integral sign
(see Appendix) to get

. t 2
/ ):// Vu: Ve + Vel dxdy, (2.16)
o 1+ [Vul2 +2tVu - Vo + 2[Vp]2

for all ¢ € R. Thus, f is differentiable and, substituting 0 for ¢ in (2.16),

’0):// \/?jrl% (2.17)

Hence, if u is a minimizer of the area functional in Ay, it follows from (2.12)
and (2.17) that

Vu -V
—————— dxdy =0, forall p € C(Q). 2.18
e @ e

The statement in (2.18) provides a necessary condition for the existence of
a minimizer of the area functional in A,. We will next see how (2.18) gives rise
to a PDE that u € C?(2) N C(Q) must satisfy in order for it to be minimizer of
the area functional in A,.

First, we “integrate by parts” (see Appendix) in (2.18) to get

Vu- i
dzdy -0, 2.19)
// < 1+\V |2> Y \/1—|-|Vu|2 (
for all ¢ € Cg°(Q2), where the second integral in (2.19) is a path integral around

the boundary of . Since ¢ € C°(€2) vanishes in a neighborhood of the bound-
ary of R, it follows from (2.19) that

// ( : |V |2> ¢ dedy =0, forall p € C(Q). (2.20)
+ |Vu

By virtue of the assumption that u is a C? functions, it follows that the di-
vergence term of the integrand (2.20) is continuous on €2, it follows from the
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statement in (2.20) that

Vu
Vi |l———1]=0, inQ. 2.21
<\/1+|Vu|2> . (2:21)

The equation in (2.21) is a second order nonlinear PDE known as the min-
imal surface equation. It provides a necessary condition for a function
u € C*Q) N C(Q) to be a minimizer of the area functional in A,. Since,
we are also assuming that v € A, we get that v must solve the boundary value
problem (BVP):

Vu
Vil—me ) = 0 o
(\/ 1+ |V“|2> (2.22)

U g on 0.

The BVP in (2.22) is called the Dirichlet problem for the minimal surface
equation.
The PDE in (2.21) can also be written as
(1 + U ge — 2uglytiay + (1 +ul)uy, =0, in (2.23)

where the subscripted symbols read as follows:

R T
o) Y oy’
9%u 8%u

Ugy = 3 9

T og2 v T oy?’
and
0%y 0%y

The fact that the “mixed” second partial derivatives in (2.24) are equal follows
from the assumption that u is a C? function.
The equation in (2.23) is a nonlinear, second order, elliptic PDE.

2.2 The Linearized Minimal Surface Equation
For the case in which the wire loop in the previous section is very close to a

horizontal plane (see Figure 2.2.2), it is reasonable to assume that, if u € Ay,
|[Vu| is very small throughout R. We can therefore use the linear approximation

1
Vi+t=14 §t’ for small ¢, (2.25)
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Yy
R
Figure 2.2.2: Almost Planar Wire Loop
to approximate the area function in (2.8) by
1 2
A(u) =~ 1+ §|Vu\ dzdy, forall u € A,
Q
so that )
A(u) = area(Q) + 3 // \Vu|? dedy,  for all u € A,. (2.26)
Q

The integral on the right-hand side of the expression in (2.26) is known as
the Dirichlet Integral. We will use it in these notes to define the Dirichlet
functional, D: A, — R,

1
D(u) = 3 // |Vul? dedy, for all u € A,. (2.27)
Q
Thus, in view of (2.26) and (2.27),
A(u) = area(Q) + D(u), forallue A, (2.28)

Thus, according to (2.28), for wire loops close to a horizontal plane, minimal sur-
faces spanning the wire loop can be approximated by solutions to the following
variational problem,

Problem 2.2.1 (Variational Problem 2). Out of all functions in Ay, find one
such that

D(u) < D(v), forallve A,. (2.29)
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It can be shown that a necessary condition for u € A4 to be a solution to
the Variational Problem 2.2.1 is that u solves the boundary value problem

Au = 0 in €
(2.30)
u = g onJdQ,

where
AU = Ugg + Uyy,

the two—dimensional Laplacian. The BVP in (2.30) is called the Dirichlet Prob-
lem for Laplace’s equation.

2.3 Vibrating String

Consider a string of length L (imagine a guitar string or a violin string) whose
ends are located at £ = 0 and @ = L along the xz—axis (see Figure 2.3.3). We
assume that the string is made of some material of (linear) density p(x) (in units
of mass per unit length). Assume that the string is fixed at the end—points and

0 Lt

Figure 2.3.3: String of Length L at Equilibrium

is tightly stretched so that there is a constant tension, 7, acting tangentially
along the string at all times. We would like to model what happens to the
string after it is plucked to a configuration like that pictured in Figure 2.3.4
and then released. We assume that the shape of the plucked string is described

/
—

0 L

T

Figure 2.3.4: Plucked String of Length L

by a continuous function, f, of x, for « € [0, L]. At any time ¢ > 0, the shape
of the string is described by a function, u, of x and ¢; so that u(z,t) gives the
vertical displacement of a point in the string located at z when the string is in
the equilibrium position pictured in Figure 2.3.3, and at time ¢t > 0. We then
have that

w(z,0) = f(z), forall xz € 0,L]. (2.31)

In addition to the initial condition in (2.31), we will also prescribe the initial
speed of the string,

ou

E(gc, 0) =g(x), forall z€|0,L], (2.32)
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where ¢ is a continuous function of x; for instance, if the plucked string is
released from rest, then g(z) = 0 for all = € [0, L]. We also have the boundary
conditions,

u(0,t) = u(L,t) =0, for all ¢, (2.33)

which model the assumption that the ends of the string do not move.

The question we would like to answer is: Given the initial conditions in
(2.31) and (2.32), and the boundary conditions in (2.33), can we determine the
shape of the string, u(z,t), for all x € [0, L] and all times ¢ > 0?7 We will answer
this questions in a subsequent chapter in these notes. In this section, though,
we will derive a necessary condition in the form of a PDE that u must satisfy
in order for it to describe the motion of the vibrating string.

In order to find the PDE governing the motion of the string, we will formulate
the problem as a variational problem. We will use Hamilton’s Principle in
Mechanics, or the Principle of Least Action. This principle states that the
the path that configurations of a mechanical system take from time ¢t = 0 to
t = T is such that a quantity called the action is minimized (or optimized)
along the path. The action is defined by

A= / T[K(t) — V()] dt, (2.34)
0

where K(t) denotes the kinetic energy of the system at time ¢, and V(t) its
potential energy at time ¢. For the case of a string whose motion is described by
small vertical displacements u(x,t), for all x € [0, L] and all times ¢, the kinetic
energy is given by

1 ou

K(t) =5 /0 " o) (8t<x,t))2 da. (2.35)

To see how (2.35) comes about, note that the kinetic energy of a particle of
mass m is

where v is the speed of the particle. Thus, for a small element of the string whose
projection on the z—axis is the interval [z, x4+ Ax], so that its approximate length
is Az, the kinetic energy is, approximately,

8~ Loty (Lay) (2.36)
~—px)| =(z . .
2P\ ot
Thus, adding up the kinetic energies in (2.36) over all elements of the string
adding in length to L, and letting Az — 0, yields the expression in (2.35),
which we rewrite as
1

L
K(t) = 5/ pu? dx, for all t, (2.37)
0

where u; denotes the partial derivative of u with respect to t.
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In order compute the potential energy of the string, we compute the work
done by the tension, 7, along the string in stretching the string from its equi-
librium length of L, to the length at time t given by

L
/ V14 u2 dz; (2.38)
0
so that

L
V(t)=r1 V V1+u2 de - L] ., forallt. (2.39)
0

Since we are considering small vertical displacements of the string, we can lin-
earize the expression in in (2.38) by means of the linear approximation in (2.25)
to get

L L 1 1 /P
/ \/l—i-uidx%/ [1+7ui]da:=L+f/ —u? dx,

so that, substituting into (2.39),
1 L
V(t) = 5/ Tu? dx, for all t. (2.40)
0

Thus, in view of, we consider the problem of optimizing the quantity

T (L
Au) = / / [;puf - ;Tui} dxdt, (2.41)
o Jo

where we have substitute the expressions for K (¢) and V' (¢) in (2.37) and (2.40),
respectively, into the expression for the action in (2.34).

We will use the expression for the action in (2.41) to the define a functional in
the class of functions A defines as follows: Let R = (0, L) x (0,T), the cartesian
product of the open intervals (0, L) and (0, 7). Then, R is an open rectangle in
the zt-plane. We say that u € A if u € C?(R)NC(R), and u satisfies the initial
conditions in (2.31) and (2.32), and the boundary conditions in (2.33). Then,
the action functional,

A A— R,

is defined by the expression in (2.41), so that

A =3 [[ o -] it foruea (242

Next, for ¢ € C°(R), note that u + sp € A, since ¢ has compact support
in R, and therefore ¢ and all its derivatives are 0 on OR. We can then define a
real valued function h: R — R by

h(s) = A(u+sp), forseR, (2.43)
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Using the definition of the functional A in (2.42), we can rewrite h(s) in (2.43)
as

h(s) = %//R [P[(U+Sﬁp)t]2—T[(U—FS(,O)Q;]Q] dxdt

1
= 3 // [plug + s@i)® — Tlug + sp,)?] dadt,
R

so that
h(s) = A(u)+ s// [puspr — Tupps] drdt + s*A(p), (2.44)
R

for s € R, where we have used the definition of the action functional in (2.42).
It follows from (2.44) that h is differentiable and

R(s) = // [putpr — Tuzp,] dedt + 2sA(p), for s € R. (2.45)
R

The principle of least action implies that, if u describes the shape of the string,
then s = 0 must be ac critical point of h. Hence, A'(0) = 0 and (2.45) implies
that

// [purpr — Tugp,] dedt =0, for ¢ € CF(R), (2.46)
R

is a necessary condition for u(z,t) to describe the shape of a vibrating string
for all times t.
Next, we use the integration by parts formulas

// 1/16—('0 dxdt = Pony ds — // a—wcp dxdt,
R aCC OR R 33:

for C! functions 1 and ¢, where n; is the first component of the outward unit
normal, 77, on R (wherever this vector is defined), and

//w—gpddt / wgpngds—// attpdmdt

where ns is the second component of the outward unit normal, 77, (see Problem
1 in Assignment #8), to obtain

[ e T
R oR ROt
0
// purpy drdt = —// —[put]p dxdt, (2.47)
R r Ot

since ¢ has compact support in R.

Similarly,
// TUz Py drdt = — // ag[Tux]go dxdt. (2.48)
R ROT

so that
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Next, substitute the results in (2.47) and (2.48) into (2.46) to get

//R [gt[put] - %[Tux] @ dxdt =0, for p € CF(R). (2.49)

Thus, applying the Fundamental Lemma of the Calculus of Variations (see the
next chapter in these notes), we obtain from (2.49) that
Pu  u ,
pW — 7‘@ = O, m R, (250)

since we area assuming that u is C?, p is a continuous function of z, and 7 is
constant.

The PDE in (2.50) is called the one-dimensional wave equation. It is
sometimes written as

Pu T 0%

otz pox?
or 82 82
u u
w = 62@7 (251)
where -
A==,
P

where the case in which p is assumed to be constant.
The wave equation in (2.50) or (2.51) is a second order, linear, hyperbolic
PDE.
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Indirect Methods in the
Calculus of Variations

We begin this chapter by discussing a very simple problem in the Calculus of
Variations: Given two points in the plane, find a smooth path connecting those
two points that has the shortest length. A solution of this problem is called a
geodesic curve between the two points. This example is simple because we
know the answer to this question from Euclidean geometry. Nevertheless, the
solutions that we present here serve to illustrate both the direct and indirect
methods in the calculus of variation. It will certainly be a good introduction to
the indirect methods.

3.1 Geodesics in the plane

Let P and @ denote two points in the zy—plane with coordinates (x,,y,) and
(z1,y1), respectively. We consider the class, A, of smooth paths that connect
P to Q. One of theses paths is shown in Figure 3.1.1. We assume that paths
are given parametrically by the pair of functions

(z(s),y(s)), for s € [0, 1],

where x: [0,1] = R and y: [0,1] — R are differentiable functions with continu-
ous derivatives in some oven interval that contains [0, 1], such that

(2(0),9(0)) = (x0,90) and  (x(1),y(1)) = (z1,%1).
We may write this more succinctly as
A={(z,y) € C'([0,1],R?) | (2(0),y(0)) = P and (z(1),y(1)) =Q}. (3.1)
We define a functional, J: A — R, by

J(z,y) = /0 \/(x’(s))2 + (y'(s))? ds, for all (z,y) € A. (3.2)

19
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Figure 3.1.1: Path connecting P and

Thus, J(z,y) is the arc-length along the path from P to @ parametrized by
(xz(s),y(s)), for s € [0, 1].
We would like to solve the following variational problem:

Problem 3.1.1 (Geodesic Problem 1). Out of all paths in A, find one, (z,y),
such that
J(x,y) < J(u,v), for all (u,v) € A (3.3)

Observe that the expression for J in (3.2) can be written as

J(z,y) = /0 [(z'(s),9'(s))| ds, for all (z,y) € A, (3.4)

where |(+,-)| in the integrand in (3.4) denotes the Euclidean norm in R2.

We will first use this example to illustrate the direct method in the Calculus
of Variations. We begin by showing that the functional J defined in (3.4) is
bounded below in A by ||@Q — P||, or

|(@1,91) = (@os90)| = V(21 = 20)2 + (1 — 40)?,
the Euclidean distance from P to Q); that is
|Q — P| < J(u,v), for all (u,v) € A. (3.5)
Indeed, it follows from the Fundamental Theorem of Calculus that

(u(1),v(1)) = (u(0),v(0)) = /0 (/' (s),0'(5)) ds,

for any (u,v) € A, or

Q—-P= /0 (u'(s),v'(s)) ds, for any (u,v) € A. (3.6)
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Now, using the fact that |Q — P|?> = (Q — P) - (Q — P), the dot product (or
Euclidean inner product) of Q — P with itself, we obtain from (3.6) that

1
Q= PE=(@-P)- [ ((s).0/(s)) ds, for any (u) € A
0

|Q — P|* = /0 (Q —P)-(u(s),v'(s)) ds, for any (u,v) € A. (3.7)

Thus, applying the Cauchy—Schwarz inequality to the integrand of the integral
on the right-hand side of (3.7), we get that

1
@-PP < [ Q= PlI(s). 06| s, for any (w,0) € A
0
or .
Q- P> <|Q— P\/ [(u'(s),v'(s))| ds, for any (u,v) € A,
0
or
|Q — P|*> <|Q — P| J(u,v), for any (u,v) € A. (3.8)

For the case in which P # @, we see that the estimate in (3.5) follows from the
inequality in (3.8).

Now, it follows from (3.5) that the functional J is bounded from below in .4
by ||Q — P||. Hence, the infimum of J over A exists and

|Q — Pl < inf J(u,v). (3.9)

(u,v)€

Next, we see that the infimum in (3.9) is attained and is |Q — P|. Indeed,
let
(z(s),y(s)) =P+s(Q—P), forsel01], (3.10)

the straight line segment connecting P to Q.
Note that

((0),9(0)) =P and  (z(1),y(1)) = @Q,
and (z,y) is a differentiable path with
(2'(s),y'(s)) =Q — P, forall se|0,1]. (3.11)

Thus, (z,y) belongs to the class A defined in (3.1).
Using the definition of the functional J in (3.4) and the fact in (3.11), com-
pute

1
I = [ Q- Plds=1Q- Pl
0
Consequently, we get from (3.9) that

inf J —|Q-P| 3.12
Wit (u,v) =|Q — P| (3.12)
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Furthermore, the infimum in (3.12) is attained on the path given in (3.10).
This is in accord with the notion from elementary Euclidean geometry that the
shortest distance between two points is attained along a straight line segment
connecting the points.

Next, we illustrate the indirect method in the Calculus of Variations, which
is the main topic of this chapter.
We consider the special parametrization

(x(s),y(s)) = (s,9(s)),  for 2o <s <1,

where y: [z,,21] = R is a continuous function that is differentiable, with contin-
uous derivative, in an open interval that contains [z,,z1]. Here we are assuming
that

To < X1,

y(xo) =yo and  y(z1) =y1.

Thus, the path connecting P and @ is the graph of a differentiable function over
the interval [z, z2]. This is illustrated in Figure 3.1.1.

We’ll have to define the class A and the functional J: A — R in a different
way. Put

A={y e C[xo, 1], R) | y(zo) = yo and y(z1) = y1}, (3.13)

and

1
J(y) = / V1+(y'(s))? ds, forallye A (3.14)
Zo
We would like to solve the variational problem:

Problem 3.1.2 (Geodesic Problem 2). Out of all functions in A, find one, y,
such that

Jy) < Jw), forallve A (3.15)

In the indirect method, we assume that we have a solution of the optimization
problem, and then deduce conditions that this function must satisfy; in other
words, we find a necessary condition for a function in a competing class to be a
solution. Sometimes, the necessary conditions can be used to find a candidate
for a solution of the optimization problem (a critical “point”). The next step in
the indirect method is to verify that the candidate indeed solves the optimization
problem.

Thus, assume that there is a function y € A that solves Geodesic Problem
2; that is, y satisfy the estimates in (3.15). Next, let n: [z,,21] — R denote a
C! function such that 7(z,) = 0 and n(z1) = 0 (we will see later in these notes
how this function 7 can be constructed). It then follows from the definition of
A in (3.13) that

y+tne A, forallteR.
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It then follows from (3.15) that
J(y) < J(y +tn), foralltecR. (3.16)
Next, define f: R — R by
f@&)y=Jy+tn), forallteR. (3.17)

It follows from (3.16) and the definition of f in (3.17) that f has a minimum at
0; that is

f() = f(0), forallteR.
Thus, if it can be shown that the function f defined in (3.17) is differentiable,
we get the necessary condition

F'(0) =0, (3.18)
which can be written in terms of J as
d
J ’ —0. 3.19
S+ )| (319)

Next, we proceed to show that the function

ft)=Jy+tn) = /\/1+ s)+tn/(s))2 ds, fort € R,

is a differentiable function of £. Observe that we can write f as

/ V14 (/(s)2 + 2ty (s)n/(s) + t2(1/(s))2 ds, fort € R. (3.20)

To see show that f is differentiable, we need to see that we can differentiate the
expression on the right-hand side of (3.20) under the integral sign. This follows
from the fact that the partial derivative of the integrand on the right—hand side
of 3.20,

¢1+ )2+ 2ty () (5) + (' (5)),
o y’( )n'(s) +t(07'())?
VI+ ()2 + 2ty () (s) + £2(n/ ()%

for t, y and s, for s in some open interval containing [z,,z1]. It then follows
from the results in Appendix B.1 that f given in (3.20) is differentiable and

/ ( ' (s) + t(n'(s))? ds, forteR, (3.21)
VI+ W ()2 +2ty () (s) + 2/ (s))2 7

(see Proposition B.1.1). Evaluating the expression for f'(¢) in (3.21) at t = 0,
we obtain that

%) g, (3.22)

o V14 (Y(s))?
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Thus, in view of (3.18) and (3.22), we see that a necessary condition for y € A,
where A is given in (3.13), to be a minimizer of the functional J: 4 — R given
in (3.14), is that

/961 1—;1—/((;’)(3))2 n'(s) ds =0, for all n € C}([z,,x1],R), (3.23)
where

Co([zo, 21],R) = {n € C([wo, 21],R) | n(wo) = 0 and n(z1) =0},  (3.24)

the class of C1, real-valued functions in [z,, 1] that vanish at the end—points
of the interval [z,, z1].

We will see in the next section that if the condition in (3.23) holds true for
every n € C}([x,,21],R), then

y'(s)
1+ (y'(s))?
where ¢; is a constant (see the second fundamental lemma in the Calculus of

Variations, Lemma 3.2.8 on page 29 in these notes).
Now, squaring on both sides of (3.25),

M—g or all s € [x,,
1+ (s)2 v for all s € [0, 21]. (3.26)

It follows from (3.26) that ¢ # 1 (otherwise we would conclude that 1 = 0,
which is impossible). Hence, we can solve (3.26) for (y/(s))? to obtain

=c¢p, forall s € [z,,x1], (3.25)

02

(v (s)? = T for all s € [z,,71], (3.27)
—
from which we conclude that
y'(s) =co, forall s € [z,,z1], (3.28)

where ¢y is a constant.
We can solve the differential equation in (3.28) to obtain the general solution

y(s) = cas+c3, forall s € [x,,21], (3:29)

where ¢; and ¢y is a constants.
Since we are also assuming that y € A, where A is given in (3.13), it follows
that y must satisfy the boundary conditions

y(xo) =yo and y(z1) =y1.

We therefore get the following system of equations that cs and c¢3 must solve

C2To + C3 = Yo;
c2x1 + 3 = Y1,
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or
ToC2 + C3 = Yo; (33())
T1c2 + €3 = Y1.
Solving the system in (3.30) for ¢y and c3 yields
Y1 — Yo T1Yo — ToY1
g ="—" and c¢z3=—"F—-".
T — Zo T1 — o
Thus, using the expression for y in (3.29),
s) = Y1 — Yo s+ T1Yo — Tol1 ) (331)
r1 — Tp r1 — o

Note that the expression in (3.31) is the equation of a straight line that goes
through the points (2,,y,) and (21,y1). Thus, we have shown that a candidate
for a minimizer of the arc-length functional J defined in (3.14) over the class
given in (3.13) is a straight line segment connecting the point P to the point
Q. It remains to show that the function y in (3.31) is in indeed a minimizer
of J in A, and that it is the only minimizer of J in 4. This will be done in a
subsequent section in these notes.

3.2 Fundamental Lemmas in the Calculus of Vari-
ations

In the previous section we found a necessary condition for a function y € A,
where

A= {y € C'[zo,21],R) | y(z0) = yo and y(z1) = y1}, (3.32)

to be a minimizer of the arc-length functional J: A — R,

T(y) = / VIF W@ do,  for y € CY([zo,21], R), (3.33)

over the class A.
We found that, if y € A is a minimizer of J over the class A, then y must
satisfy the condition

/5'31 Y@ n'(s) de =0, for all n € C}([z,, x1],R). (3.34)
o V14 (Y (2))?

This is a necessary condition for y € A to be a minimizer of the functional
J: A — R defined in (3.33).

We then invoked a fundamental lemma in the Calculus of Variations to
deduce that the condition in (3.34) implies that

—————=0c, forall x € [z, 1], (3.35)
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and for some constant ¢;. This is also a necessary condition for y € A being a
minimizer of the functional JA — R defined in (3.33), where A given in given
in (3.32).

We will see in this section that the differential equation in (3.35) follows
from the condition in (3.34) provided that the function

/

Yy
1+ (y)?

is known to be continuous. This is the case, for instance, if y is assumed to come
from certain classes of differentiable functions defined on a closed and bounded
interval. We’ll start by defining these classes of functions.

Let a,b € R, and assume that a < b.

Definition 3.2.1. The class C([a,b],R) consists of real-valued functions,
fla,b] = R,

defined on the closed and bounded interval [a,b], and which are assumed to
be continuous on [a,b]. It can be shown that C([a,b],R) is a linear space (or
vector) space in which the operations are point—wise addition

(f +9)(x) = f(z) +g(x), forallzela,b], and all f,g € C([a,b],R),
and scalar multiplication
(cf)(x) =cf(x), forallz€[a,b], allceR and all f € C([a,d],R).

Definition 3.2.2. The class C,([a, b], R) consists of all functions in C([a, b],R)
that vanish at @ and b; in symbols,

Co([a,b],R) = {f € C([a,],R) | f(a) = 0 and f(b) = 0}.
We note that C,([a,b],R) is a linear subspace of C(][a,b], R).

Definition 3.2.3. The class C*([a,b],R) consists of all functions f: U — R
that are differentiable in an open interval U that contains [a,b] and such that
f’ is continuous on [a,b]. We note that C'([a,b],R) is a linear subspace of

C(la, b],R).

Definition 3.2.4. The class C!([a, b], R) consists of all functions f € C*([a, b],R)
that vanish at the end—points of the interval [a, b]; thus,

C;([a’b]vR) = {f € Cl([avb]>R) | f(a> =0 and f(b) = 0}'

We begin by stating and proving the following basic lemma for the class

C(la, b],R).
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Lemma 3.2.5 (Basic Lemma 1). Let f € C([a, b], R) and assume that f(z) > 0
for all « € [a,b]. Suppose that

/abf(x) dx = 0.

Then, f(z) =0 for all z € [a, b].
Proof: Suppose that f € C([a,b],R), f(x) > 0 for all € [a,b], and

/ " fw) de =0, (3.36)

Assume, by way of contradiction, that there exists z, € (a,b) with f(z,) > 0.
Then, since f is continuous at z,, there exists § > 0 such that (z, — 4§, 2,+9) C

(a,b) and
f(xO).

x € (T, —0,xo+9) = |f(x) — f(x,)] < 5

(3.37)

Now, using the triangle inequality, we obtain the estimate

f@o) <[f(@) = (o) + | (2)];

so that, in view of (3.37) and the assumption that f is nonnegative on [a, b],

fzo) < f<;o) + f(z), forax,—0<z<uz,+59,
from which we get that
flx) > f(go), for z, — 6 <z < x, + 0. (3.38)

It follows from (3.38) that
To+0 To+0
/ f(z) dz > / f(go) dx = 0f (o).

o—0 To—0

Thus, since we are assuming that f > 0 on [a, b],
b To+0
[ @ ez [ pa) do > o) >0,
a To—0

which is in direct contradiction with the assumption in (3.36). Consequently,
f(xz) =0 for all z € (a,b). By the continuity of f on [a,b], we also get that
f(z) =0 for all z € [a,b], and the proof of the lemma is now complete. W

Lemma 3.2.6 (Basic Lemma 2). Let f € C([a,b],R) and assume that

d
/ f(x) dx =0, for every (c,d) C (a,b).

Then, f(z) =0 for all z € [a,b].
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Proof: Suppose that f € C([a,b],R) and

d
/ f(z) de =0, for every (c,d) C (a,b). (3.39)

Arguing by contradiction, assume that f(z,) # 0 for some z, € (a,b). Without
loss of generality, we may assume that f(z,) > 0. Then, by the continuity of f,
there exists 6 > 0 such that (z, — J, 2z, + J) C (a,b) and

x € (xo— 0,25+ 0) = |f(z) — f(z,)] < @,
or
2 € (10— 0,70+ 0) = f(z,) — @ < flx) < flzo) + f(go),
from which we get that
f(z) > f(zo) for z, — 6 <z < xp + 0. (3.40)

2 )
It follows from (3.40) that

To+0 To+0
/ f(x) dz > / f(go) dz = 6f(z,) > 0,

o—0 o—0

which is in direct contradiction with (3.39). Hence, it must be the case that
f(z) =0 for a < x < b. It then follows from the continuity of f that f(z) =0
for all z € [a,b]. W

Next, we state and prove the first fundamental lemma of the Calculus of
Variations. A version of this result is presented as a Basic Lemma in Section
3-1 in [Wei74].

Lemma 3.2.7 (Fundamental Lemma 1). Let G € C([a,b], R) and assume that

/ G(z =0, forevery ne€ Cy([a,b],R).

Then, G(z) = 0 for all = € [a, b].

Proof: Let G € C([a,b],R) and suppose that
b
/ G(z)n(zx) dv =0, for every n € Cy([a,b],R). (3.41)

Arguing by contradiction, assume that there exists x, € (a, b) such that G(z,) #
0. Without loss of generality, we may also assume that G(z,) > 0. Then, since
G is continuous on [a,b], there exists § > 0 such that (z, — d,2, + 6) C (a,b)
such that

for xo — 6 <z < zo + 9. (3.42)
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Put 1 =z, — 6 and x5 = x, + ¢ and define n: [a,b] — R by

0, if a <z < @
n(x) =< (x—x1)(z2 — ), ifx; <<y (3.43)
0, if zg < <0

Note that n is continuous on [a,b] and that n(a) = n(b) = 0; so that, n €
Cy([a,b],R). Observe also, from the definition of n in (3.43) that

n(z) >0, forx <z <z, (3.44)

It also follows from the definition of 7 in 3.43 that

/ab G(z)n(x) de = /:2 G(z)n(x) dx

so that, in view of (3.44) and (3.42),

/G CYV(;O)/:Qn(x)dx>O,

which is in direct contradiction with the assumption in (3.41). Consequently,
G(z) = 0 for all z € (a,b). The continuity of G on [a,b] then implies that
G(z)=0for all z € [a,b]. W

The following result is the one that we used in the example resented in the
previous section. We shall refer to it as the second fundamental lemma in the
Calculus of Variations.

Lemma 3.2.8 (Fundamental Lemma 2). Let G € C([a,b], R) and assume that

/ G(z =0, forevery n € Cl([a,b],R).

Then, G(z) = ¢ for all x € [a, b], where ¢ is a constant.

Proof: Let G € C(Ja,b],R) and assume that
b
/ G(z)n'(x) dz =0, for every n € CX([a,b],R). (3.45)

Put

=7 ! . / ' Gla) dr, (3.46)

the average value of G over [a, b].
Define 7n: [a,b] — R by

n(z) = / G —o) dt, forze o], (3.47)
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Then, 7 is a differentiable function, by virtue of the Fundamental Theorem of
Calculus, with
n'(z) =G(x) —¢, forz€la,b], (3.48)

which defines a continuous function on [a, b]. Consequently, n € C*([a,b],R).
Observe also, from (3.47) that

o) = [ (G0 -0 a0,

R [ [ a- [‘cans

in view of the definition of ¢ in (3.46). It then follows that n € C1([a,b],R).
Next, compute

b b
/ (G(z) —c)* dx = / (G(z) — ¢)(G(z) — ¢) dx

b
- / (G(z) - oy () de,

where we have used (3.48); so that,

b(G(JC)—c)2 dz = bG(a:)n’(z) dz — ¢ bn’(:c).
/ / |

Thus, using the assumption in (3.45) and the Fundamental Theorem of Calculus,

/b(G(w) —¢)? dz =0, (3.49)

since n € C1([a,b],R).
It follows from (3.49) and the Basic Lemma 1 (Lemma 3.2.5) that G(z) = ¢
for all z € [a,b], since (G —¢)? > 0is [a,b]. W

The following lemma combines the results of the first and the second funda-
mental lemmas in the Calculus of Variations.

Lemma 3.2.9 (Fundamental Lemma 3). Let f: [a,b] — R and g¢: [a,b] = R
be continuous real values functions defined on [a, b]. Assume that

b
[ @) + gy (@) do =0, for every n € Cl((a.. )

Then, g is differentiable in (a,b) and

%[g(x)] = f(z), forall x € (a,b).
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Proof: Let f € C([a,b],R), g € C([a,b],R), and assume that

b
/ [f(z)n(z) + g(z)n'(x)] de =0, for every n € C([a,b], R). (3.50)

Put
F(z) = / f(t) dt, for x € [a,b]. (3.51)

Then, by the Fundamental Theorem of Calculus, F' is differentiable in (a,b) and
F'(z) = f(z), for z € (a,b). (3.52)

Next, let n € Cl([a,b], R) and use integration by parts to compute

/ f@n(@) de = flon()

- -/ ' Pl (2) da.

since n(a) = n(b) = 0; consequently, we can rewrite the condition in (3.50) as

b
/ [g(z) — F(x)]n'(x) de =0, for every n € C}([a,b],R). (3.53)

We can then apply the second fundamental lemma (Lemma 3.2.8) to obtain
from (3.53) that
g(z) — F(z)=C, forall z € [a,b]

and some constant C, from which we get that
g(x) =F(z)+ C, forall z € a,b]. (3.54)

It follows from (3.54), (3.51) and the Fundamental Theorem of Calculus that g
is differentiable with derivative

g (z) = F'(z), forallxe(a,b);

so that ¢'(z) = f(x) for all z € (a,b), in view of (3.52). W

3.3 The Euler-Lagrange Equations

In the previous two sections we saw how the second fundamental lemma in
the Calculus of Variations (Lemma 3.2.8) can be used to obtain the differential
equation

/

Y

= (3.55)
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where ¢; is a constant, as a necessary condition for a function y € C([z,, 71], R)
to be a minimizer of the arc-length functional, J: C1([z,, 21],R) — R:

10 = [ VTR d o Cllennl B (350
over the class of functions

A= {y: C([ro, 21}, R) | y(xo) = yo and y(w1) =y} (3.57)

The differential equation in (3.55) and the boundary conditions

y(x,) = yo and y(z1) = y1,

defining the class A in (3.57), constitute a boundary value problem. In Section
3.1 we were able to solve this boundary value problem to obtain the solution in
(3.31), a straight line segment from the point (z,,y,) to the point (z1,y;). This
is a candidate for a minimizer of the arc-length functional J given in (3.56) over
the class A in (3.57).

In this section we illustrate the procedure employed in the Sections 3.1 and
3.2 in the case of a general functional J: C1([a,b],R) — R of the form

b
J(y) = / F(x,y(x),y (z)) dz, fory € C'([a,b],R), (3.58)

where F': [a,b] x R x R — R is a continuous function of three variables. An
example of a function F in the integrand in (3.58) with value F(z,y, z) is

F(z,y,z) =14 22, forall (z,y,2) € [x,,21] X R X R,

which is used in the definition of the arc-length functional J given in (3.56). In
the following example we provide another example of F'(x,y, z) that comes up
in the celebrated brachistochrone problem, or the curve of shortest descent
time. A version of this problem is also discussed on page 19 of [Wei74] (note
that is that version of the problem, the positive y—axis points downwards, while
in the version discussed here, it points upwards as shown in Figure 3.3.2).

Example 3.3.1 (Brachistochrone Problem). Given points P and @ in a vertical
plane, with P higher that @ and to the left of @ (see Figure 3.3.2), find the
curve connecting P to ) along which a particle of mass m descends from P to
@ in the shortest possible time, assuming that only the force of gravity is acting
on the particle.

The sketch in Figure 3.3.2 shows a possible curve of descent from P to Q.
Observe also from the figure that we have assigned coordinates (0,y,) to P and
(z1,y1) to @, where z1 > 0 and y, > y1.

We assume that the path from P to @ is the graph of a C! function
y: [0,z1] = R such that

y(0) =y, and y(z1) =y
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Yy
Yo ¢ P
Q
Y1+ (1,91)
T x

Figure 3.3.2: Path descending from P to @

The arc-length along the path from the point P to any point on the path, as a
function of x, is then given by

x
s(x) = / 1+ (' ()% dt, for0<x < x;
0

so that,
s(x) =14+ W (x)?, for0<z<a, (3.59)

by the Fundamental Theorem of Calculus.
The speed, v, of the particle along the path at any point on the curve is
given by

ds
We can use (3.59) and (3.60) to obtain a formula for the descent time, T, of the
particle:
T = /xl 5/(37) dl‘,
0 U
or

T /x 7V1+S’(:”))2 da. (3.61)

It thus remains to compute v in the denominator of the integrand in (3.61).

The speed of the particle will depend on the location of the particle along
the path. If we assume that the particle is released from rest, the v = 0 at P. To
find the speed at other points on the path, we will use the law of conservation of
energy, which says that the total mechanical energy of the system is conserved;
that is, the total energy remains constant throughout the motion. The total
energy of this particular system is the sum of the kinetic energy and the potential
energy of the particle of mass m.

Total Energy = Kinetic Energy + Potential Energy.
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At P the particle is at rest, so
Kinetic Energy at P =0,
while its potential energy is
Potential Energy at P = mgy,,
where g is the gravitational acceleration. Thus,
Total Energy at P = mgy,.
At any point (x,y(x)) on the path the total energy is

1
Total Energy at (z,y) = imv2 + mgy.
Thus, the law of conservation of energy implies that

1
—mv® + mgy = mgy,,

2
or
1y
5” + 9Y = 9Yo,
after cancelling m; so that,
v* = 2g(y, — y),

from which we get that
v=1/29(yo — y). (3.62)
This gives us an expression for v as a function of y. Note that we need to assume
that all the paths connecting P to @ under consideration must satisfy y(z) < y,
forall 0 < z < a1.
Substituting the expression for v in (3.62) into the denominator of the inte-
grand in (3.61), we obtain the expression for the time of descent

L+ (Y (x))?
0 29y —y(x))

for y € C1([0,21],R) in the class

T(y) = dr, (3.63)

A= {y € C'([0,21],R) | (0) = yo, y(x1) = y1, and y(z) <y, for 0 <z < z1}.

(3.64)
We would like to minimize the time of descent functional in (3.63) over the
class of functions A defined in (3.64). Note that, if y € A is a minimizer of the
functional T given in (3.63), then y is also a minimizer of

@T(y) = /011 '\};—(_7% dx, forye A

Thus, we will seek a minimizer of the functional J: A — R given by

V@R, .
Iy) = /0 e Ty e A (3.65)
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The functional J derived in Example 3.3.1 (the Brachistochrone Problem),
corresponds to a function F': [0,21] X (—00,¥y,) X R — R defined by

1 2
F(z,y,2) = Ff—y for (2,9, 2) € [0,21] x (~00,,) X R,

in the general functional J given in (3.58). We will see many more examples of
this general class of functionals in these notes and in the homework assignments.

The general variational problem we would like to consider in this section is
the following:

Problem 3.3.2 (General Variational Problem 1). Given real numbers a and b
such that a < b, let F': [a,b] x R x R — R denote a continuous function of three
variables, (z,y, z), with = € [a,b], and y and z in the set of real numbers (in
some cases, as in the Brachistochrone problem, we might need to restrict the
values of y and z as well). Define the functional J: C*([a,b],R) — R by

J(y) = /b F(z,y(x),y (z)) dz, fory € C'([a,b],R), (3.66)
For real numbers y, and ¥, consider the class of functions
A={y e C'(a,b],R) | y(a) = yo, y(b) =y1}. (3.67)
If possible, find y € A such that
J(y) < J(v), forallve A, (3.68)

or
J(y) = J(v), forallve A (3.69)

Thus, in Problem 3.3.2 we seek a minimum, in the case of (3.68), of the
functional J in (3.66) over the class A in (3.67) (a minimization problem), or
we seek a maximum, in the case of (3.69), of J over A (a maximization problem).
In general, we call either problem (3.68) or (3.69) an optimization problem.

We will see in these notes that, in order to answer the questions posed in
the General Variational Problem 1, we need to impose additional conditions on
the function F. We will see what those conditions are as we attempt to solve
the problem.

Suppose that we know a priori that the functional J defined in (3.66) is
bounded from below in A given in (3.67). Thus, it makes sense to ask whether
there exists y € A at which J is minimized; that is, is there a y € A for which
(3.68) holds true? We begin by assuming that this is the case; that is, there
exists y € A for which

J(y) < J(v), forallve A (3.70)
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As in one of our solutions of the geodesic problem presented in Section 3.1, we
next seek to find necessary conditions for y € A to be a minimizer of J defined
in (3.66) over the class A given in (3.68).

Let n: [a,b] — R denote a C! function such that n(a) = 0 and n(b) = 0; so
that n € C}([a,b],R). It then follows from the definition of A in (3.67) that

y+tne A, forallteR.
Thus, we get from (3.70) that
J(y) < J(y+ty), forallteR. (3.71)
Define g: R — R by
g(t)=J(y+tn), foralltelR. (3.72)

It follows from (3.70) and the definition of g in (3.72) that g has a minimum at
0; that is

g(t) > ¢(0), forallteR.
Thus, if it can be shown that the function g defined in (3.72) is differentiable,
we get the necessary condition

g'(0) =0,
which can be written in terms of J as
d
—[J t =0. 3.73
]| (3.73)

Hence, in order to obtain the necessary condition in (3.73), we need to make
sure that the map
t— J(y+tn), forteR, (3.74)

is a differentiable function of ¢ at ¢ = 0, where, according to (3.66),

b
J(y+1tn) = / F(x,y(z) +tn(x),y (z) + tn'(z)) do, forteR.  (3.75)
a
According to Proposition B.1.1 in Appendix B.1 in these notes, the question
of differentiability of the map in (3.74) reduces to the continuity of the partial
derivatives

0 0

—|F(z,y,2)] = Fy(z,y, 2 and —|F(x,y,2)| = F.(z,y,2).
ay[(y)] u(2, Y, 2) 55 [ (@y,2)] = Fx(z,y, 2)
Thus, in addition to being continuous, we will assume that F' has continuous
partial derivatives with respect to y and with respect to z, F,, and F, respec-
tively. Making these additional assumptions, we can apply Proposition B.1.1 to
the expression in (3.75) to obtain, using the Chain Rule as well,

d b
%[J(yﬂn)] =/ [Fy(x,y+tn,y +tn)n+ F.(x,y+tn,y +tn')n'] dz, (3.76)

a
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for all t € R, where we have written y for y(z), ¥’ for ¢/(z), n for n(x), and n’
for n’(x) in the integrand of the integral on the right—hand side of (3.76).
Substituting 0 for ¢ in (3.76) we then obtain that

d b
G ml|_ = [ n Foyn) o
Thus, the necessary condition in (3.73) for y € A to be a minimizer of J in A,
for the case in which F' is continuous with continuous partial derivatives F}, and
F,, is that

b
/ [Fy(z,y,y )0+ F.(z, 9,y )] dze =0, forall n € C)([a,b],R).  (3.77)

Since we are assuming that F, and F, are continuous, we can apply the third
fundamental lemma in the Calculus of Variations (Lemma 3.2.9) to obtain from
(3.77) that the map

x— F(z,y(x),y (x)), forx € [a,b],
is differentiable for all z € (a,b) and

d

Iz =@ y(@),y' ()] = Fy(w,y(2),y' (@), for all z € (a,0). (3.78)
The differential equation in (3.78) is called the Euler—Lagrange equation as-
sociated with the functional J defined in (3.66). It gives a necessary condition
for a function y € A to be an optimizer of J over the class A given in (3.67). We
restate this fact, along with the assumptions on F', in the following proposition.

Proposition 3.3.3 (Euler-Lagrange Equation). Let a,b € R be such that
a < b and let F: [a,b] x R X R be a continuous function of three variables
(z,y,2) € [a,b] x R x R with continuous partial derivatives with respect to y
and with respect to z, F, and F, respectively.

Define J: C1([a,b],R) — R by

b
) = [ Fley@y/@) e, forye el B).  G1)
a
For real numbers y, and ¥, define

A= {ycC[a,b],R) | y(a) = yo, y(b) =11} (3.80)

A necessary condition for y € A to be a minimizer, or a maximizer, of J
over the class A is that y solves the Euler—Lagrange equation

d

(P, y(2), 4 (@) = By (), (), forallwe (@b).  (381)
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In the indirect method of the Calculus of Variations, as it applies to the
General Variational Problem 1 (Problem 3.3.2), we first seek for a function
y € A, where A is given in (3.80), that solves the Euler-Lagrange equation in
(3.81). This leads to the two—point boundary value problem

P, y(@) ()] = Fy(,y(), v/ (), for all a € (a,b);
x (3.82)
y(a) = yo, y(b) = y1.

A solution of the boundary value problem in (3.82) will be a candidate for a
minimizer, or a maximizer, of the functional J in (3.79) over the class A given
in (3.80).

The second step in the indirect method is to verify that the candidate is a
minimizer or a maximizer. In the remainder of this section we give examples of
the boundary value problems in (3.82) involving the Euler-Lagrange equation.
In subsequent sections we will see how to verify that a solution of the boundary
value problem in (3.82) yields a minimizer for a large class of problems.

Example 3.3.4 (Geodesic Problem 2, Revisited). In Problem 3.1.2 (The Geodesic
Problem 2), we looked at the problem of minimizing the functional,

J: CY([ze, 1], R) — R,

given by

1
J(y) = / V14 (y(x))? de, forallye C’l([xo, x1], R), (3.83)
over the class

A={y € C'([zo, 21|, R) | y(0) = yo, y(x1) =11} (3.84)

In this case,

F(z,y,z) = V1422, for (z,y,2) € [xo,21] X R x R.
So that,

z
V1+ 22

The Euler-Lagrange equation associated with the functional in (3.83) is then

Fy(z,y,2)=0 and F,(z,y,2)= for (z,y,2) € [xo, 1] X RXR.

d /
— & =0, forx € (xy,21).
dr | \/1+ (y'(x))?
Integrating this equation yields
y'(z)

m = Cq, for x € (xo,ml),
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for some constant of integration ¢;. This is the same equation in (3.25) that we
obtained in the solution of Geodesic Problem 2. The solution of this equation
subject to the boundary conditions

y(zo) =yo and  y(z1)=u
was given in (3.31); namely,

_ 9 ~% x4+ T1Yo — xoy17 for z, < x < x1. (3.85)

T1 — To T1 — To

y(z)

The graph of the function y given in (3.85) is a straight line segment form the
point (z,,y,) to the point (z1,y1). We will see in a subsequent section that the
function in (3.85) is the unique minimizer of the arc-length functional defined
in (3.83) over the class A given in (3.84).

Example 3.3.5 (The Brachistochrone Problem, Revisited). In Example 3.3.1
we saw that the time of descent form point P(0,y,) to point Q(z1,y1), where
21 > 0and y, > y1, along a path that is the graph of a function y € C*([0, 71], R),
with y(0) =y, and y(x1) = y1, is proportional to

1 / 2
J(y) = / vitlo)P dx, fory e A, (3.86)
0 o — y(z

VYo — y(x)

where A is the class

A= {y € CH([0,21],R) | y(0) = yo, y(21) = y1, and y(z) <y, for 0 < = < 21}
(3.87)
In this case, the function F' corresponding to the functional J in (3.86) is given

by
N
F(ac,ywz):i7 for 0 <z <1, y<yo, and z € R.
Yo —Y

We then have that

V1422
Fy(z,y,2) = ——"% _ for0<a <21, y <y, and z € R,
y(z,y,2) o= 92 or 0 <z <21, ¥y <Yo, and z
and
F.(z,y,z) = c for 0 <z <1, y<yo, and z € R.

VIt 2y, =y

Thus, the Euler-Lagrange equations associated with the functional J given in
(3.86) is

d y'(z) _ VI+ W (@)?
dz | /T4 (¥ (2)2 /Y —y(@) | 2(y0 — y(@))*/?’

for 0 <z < xy. (3.88)
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To simplify the differential equation in (3.88), we will assume that y is twice
differentiable. We will also introduce a new variable, u, which is a function of
x defined by

u(z) =yo —y(x), where y(x) <y, for 0 <z < x1; (3.89)
so that, u(z) > 0 for 0 < z < z; and
y(x) = yo —u(x), where u(z) >0 for 0 < z < z1, (3.90)

and
y = —u. (3.91)

We can then rewrite the equation in (3.88) as

i —u’(CC) _ 1+ (u'(m))z for0< o < o0
d | T+ (/@) /u(w) 2u(@)P? :
d i _ VIt w)?
do m\/al =g 0 r0<e<a, (3.92)

where we have written u for u(z) and u’ for v/(z). Next, we proceed to evaluate
the derivative on the left—hand side of the equation in (3.92) and simplify to
obtain from (3.92) that

(W) +2uu”" +1=0 for0 <z <, (3.93)
where u” denotes the second derivative of u. Multiply on both sides of (3.93)

by u' to get
(u")? + 2u'u" + ' =0, for 0 <z <,

which can in turn be written as

d
d—x[u +u(u')? = 0. (3.94)
Integrating the differential in (3.94) yields

u(l+ (W)?) =0, for0<z <z,

and some constant C, which we can solve for (u/)? to get
N2 —u
(u')* = — for 0 <z < 2. (3.95)

Next, we solve (3.95) for u’ to get

C_
u = ” u, for 0 <z < a1, (3.96)
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where we have taken the positive square root in (3.96) in view of (3.91), since
y decreases with increasing .
Our goal now is to find a solution of the differential equation in (3.96) subject
to the conditions
u =0 when z = 0, (3.97)

according to (3.89), amd
u =1y, —y1 when z = z. (3.98)
Using the Chain Rule, we can rewrite (3.96) as

dx U
=V for0<u<y-u. (3.99)

The graph of a solution of (3.99) will be a smooth path connecting the point
(0,0) to the pint (z1,y, — y1) in the zu-plane as pictured in Figure 3.3.3. We

u

Yo — Y1 T (T1,Y0 — Y1)

T

Figure 3.3.3: Shortest “descent” time path in the zu—plane

can also obtain the path as a parametrized curve
x=z(0), u=u(d), forf,<6l<b, (3.100)

where 0 is the angle the tangent line to the curve makes with a vertical line (see
the sketch in Figure 3.3.3). We then have that

d
£ — tan ; (3.101)

so that, using (3.99),

U sinZ 0
= — f . .102
00" ol or 6, <6 <6 (3.102)
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Solving the equation in (3.102) for u yields
u = Csin?#, (3.103)

where we have used the trigonometric identity cos? 6 + sin®# = 1; thus, using
the trigonometric identity

1
sin? @ = 5(1 — cos 20),

C
u(f) = 5(1 —cos26), forf, <6 <. (3.104)
In view of the condition in (3.97) we see from (3.104) that 6, = 0; so that,

u(f) = g(l —cos20), for0<6<b;. (3.105)

To find the parametric expression for x in terms of 6, use the Chain Rule to

obtain
do _dedu
df  dudf’
so that, in view of (3.101) and (3.103)

dxr sin 0

20 = 2050 -2C'sin 6 cos 0,
which which we get
d
d% — 20'sin? ),
or
dx
¥ =C(1—cos20), for0<6<6. (3.106)

Integrating the differential equation in (3.106) and using the boundary condition
in (3.97), we obtain that

1
x(9):C’(9—§sin29), for 0 < 6 < 6y,
which we can rewrite as

z(0) = %(29 —sin20) for 0 < 6 < 0. (3.107)

Putting together the expressions in (3.105) and (3.107), denoting g by a,

and introducing a new parameter ¢ = 26, we obtain the parametric equations

x(t) = at — asint; (3.108)
u(t) = a — acost,
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Figure 3.3.4: Cycloid

for 0 < ¢ < t1, which are the parametric equations of a cycloid. This is the curve
traced by a point, P, on a circle of radius a and center (0, a), which starts at
the origin when ¢ = 0, as the circle rolls on the x—axis in the positive direction
(see Figure 3.3.4). The parameter t gives the angle the vector from the center
of the circle to P makes with a vertical vector emanating from the center and
pointing downwards; this is shown in Figure 3.3.4.

To find a curve parametrized by (3.108) that goes through the point

(1,90 — Y1),

so that the boundary condition in (3.98) is satisfied, we need to find a and t;
such that

{ at1 —asinty = a1 (3.109)

a—acosty = Yo —Y1-

We will show presently that the system in (3.109) can always be solved for
positive values of x; and y, — y1 by an appropriate choice of a.

The sketch in Figure 3.3.5 shows a cycloid generated by rolling a circle of
radius 1 along the z—axis in the positive direction. Assume, for the sake of
illustration, that the point (x1,y, — y1) lies above the cycloid and draw the line
segment joining the origin in the xu-plane to the point (x1,y, — y1). The line
will meet the cycloid at at exactly one point; we labeled that point P; in the
sketch in Figure 3.3.5. Observe that, in this case, the distance from the origin
to P; is shorter than the distance from the origin to (x1,y, — y1). However, by
increasing the value of @ > 1 in (3.108) we can get another cycloid that meets
the line segment from (0,0) to (x1,y, — y1) at a point whose distance from
the origin is bigger than that from P; to (0,0); see the sketch in Figure 3.3.5.
According to the parametric equations in (3.108), the distance from any point
on a cycloid generated by a circle of radius a is given by

(z(t), u(t)|| = av/t? + 2 — 2tsint — 2cost, for 0 <t < 2. (3.110)
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331»3/0—91)

Py

Figure 3.3.5: Solving the system in (3.109)

Observe that, for 0 < t < 2,
I(z(t),u(t))]]| > 00 as a— oo.

Thus, since the distance defined in (3.110) is an increasing and continuous func-
tion of a, it follows from the intermediate value theorem that there exists a
value of a such that the cycloid generated by a circle of radius a goes through
the point (21, y, — y1); this is also shown in Figure 3.3.5. On the other hand, if
the point (z1,y, — y1) is below the original cycloid, we can decrease the radius
a < 1 of the circle generating the cycloid until we reach the point (z1,y, — y1)-
Once the value of a > 0 is determined, we can find the value of ¢; by solving
the second equation in (3.109) to obtain

= ()

a

A sketch of the curve obtained in this fashion is shown in Figure 3.3.6.
To get the solution of the Euler-Lagrange equation in (3.88) in the zy—plane
subject to the boundary conditions

y(0) =y, and y(z1) =1y,

we use the transformation equation in (3.89) to get from (3.108) the parametric
equations

3.111
y(t) = yo — a + acost, ( )

{x(t) = at — asint;

for 0 < t < t1, where a and t; have already been determined. A sketch of this
curve is shown in Figure 3.3.7. This curve is the graph of a twice—differentiable
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(3317yo—1/1)

Figure 3.3.6: Sketch of solution of (3.93) subject to u(0) = 0 and u(z1) = yo— 11

function, y: [0,z1] — R, that solves the two—point boundary value problem

d Y _ VI )2
dr | /14 (v)2\/Yo — ¥ 2(yo —y)3/?’
(3.112)
y(0) = o
y(r1) = w1

The solution of the two—point boundary value problem in (3.112) described
in Example 3.3.5 is a candidate for a minimizer of the descent time functional
in (3.63). We have not shown that this function is indeed a minimizer. In the
next chapter we shall see how to show that the solution of the boundary value
problem in (3.112) provides the curve of fastest descent from the point P(0,y,)
to the point (z1,y1) in Figure 3.3.2.
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Yo 4

Y11 (z1,91)

x1

Figure 3.3.7: Sketch of solution of (3.88) subject to y(0) =y, and y(x1) = 11



Chapter 4

Convex Minimization

The functionals we encountered in the Geodesic Example 2 (see Example 3.1.2)
and in the Brachistochrone Problem (Example 3.3.1),

J(y) = /I1 V14 (y(x)2 de, for all y € C*([x,, 1], R), (4.1)

and
Y1+ (Y (2))?
J(y) = / " dz, forallyceA, (4.2)
0 V Yo — y(m)
where

A= {y € CH[0,21],R) | y(0) = yo, y(x1) = z1,y(x) < y, for 0 < < a1},

respectively, are strictly convex functionals. We will see in this chapter that the
for this class of functionals we can prove the existence of a unique minimizer.
The functionals in (4.1) and (4.2) are also Gateaux differentiable. We begin this
chapter with a discussion of Gateaux differentiability.

4.1 Gateaux Differentiability

We consider the general situation of a functional J: V' — R defined on a linear
space V. Let V,, denote a nontrivial subspace of V; that is, V,, is not the trivial
subspace {0}. For every vectors u in V and v in V,, define the real valued
function, g: R — R, of a single variable as follows

g(t) = J(u+tv), forallteR; (4.3)

that is, the function g gives the values of J along a line through w in the
direction of v # 0. We will focus on the special case in which the function g is
differentiable at ¢ = 0. If this the case, we say that the functional J is Gateaux
differentiable at u in the direction of v and denote ¢’(0) by d.J(u;v), and call

47
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it the Gateaux derivative of J at u in the direction of v; so that, according to
the definition of ¢ in (4.3)

dJ(u;v) = %[J(u + tv)] o (4.4)

The existence of the expression on the right—hand side of (4.4) translate into
the existence of the limit defining ¢’(0), or

lim J(u+tv) — J(u)
t—0 t

Here is the formal definition of Gateaux differentiability.

Definition 4.1.1 (Gateaux Differentiability). Let V be a normed linear space,
V, be a nontrivial subspace of V, and J: V — R be a functional defined on V.
We say that J is Gateaux differentiable at w € V' in the direction of v € V,, if
the limit

t —
li (8 10) = () (4.5)
t—0 t
exists. If the limit in (4.5) exists, we denote it by the symbol dJ(u;v) and call
it the Gateaux derivative of J at u in the direction of v, or the first variation
of J at w in the direction of v. Thus, if J is Gateaux differentiable at « in the

direction of v, its Gateaux derivative at u in the direction of v is given by

dJ(u;v) = %[J(u + tv)] o’ (4.6)

or, in view of (4.5),

A (s v) = lim J(u+tv) — J(u)

t—0 t (4.7)

We now present a few examples of Gateaux differentiable functionals in
various linear spaces, and their Gateaux derivatives. In practices, we usually
compute (if possible) the derivative of J(u + tv) with respect to ¢, and then
evaluate it at ¢ = 0 (see the right-hand side of the equation in (4.6)).

Example 4.1.%(The Dirichlet Integral). Let 2 denote an open, bounded subset
of R"™. Let C*(Q,R) denote the space or real-valued functions u: Q — R whose

partial derivatives exist, and are continuous in an open subset, U, that contains
Q. Define J: C*(,R) — R by

J(u) = %/Q |Vu|? dz,  for all u € C*(Q,R). (4.8)

The expression |Vu| in the integrand on the right-hand-side of (4.8) is the
Euclidean norm of the gradient of u,

ou Ou .
Vu = (%’8y> = (ug,uy), ifn=2,
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or

ou Ou Ou .
Vu = ((’“)x’(?y’@z) :(u:wuyvuz)a 1fn:37
so that
|Vaul? = (ug)? + (uy)?,  ifn=2,
or

[Vul? = (ug)® + (uy)® + (uy)?,  ifn=3.

The differential dz in the integral on the right—hand side of (4.8) represents the
element of area, dzdy, in the case in which  C R2, or the element of volume,
drdydz, in the case in which Q C R3. Thus, if n = 2 the integral on the right—
hand side of (4.8) is a double integral over the plane region  C R?; while, if
n = 3 the integral in (4.8) is a triple integral over the region in three—dimensional
Euclidean space.

We shall denote by C(£2,R) the space of functions v € C1(€,R) that are 0
on the boundary, 91, of the region 2; thus,

CHOLR) = {v e C'(Q,R) | v =0 on IN}.
We shall show in this example that the functional J: C*(Q,R) — R defined in

(4.8) is Gateaux differentiable at every v € C'(Q,R) in the direction of every
v e CHQ,R) and

dJ(u;v) = | Vu-Vudr, foralluec C*Q,R) and all v € CL(Q,R), (4.9)
Q

where Vu - Vv denotes the dot product of the gradients of w and v; thus,
Vu - Vv = Uy, + uyvy, ifn=2,

or
Vu - Vv = Uy + uyvy +uzv,, ifn=3.

For u € C*(Q,R) and v € C(Q,R), use the definition of J in (4.8) to
compute

1
Ju+tr) = 5/ IV (u+ tv)[? da
Q

1
= f/|Vu+th)|2 dx,
2 Ja

where we have used the linearity of the differential operator V. Thus, using the
fact that the square of the Euclidean norm of a vector is the dot product of the
vector with itself,

1
Ju+tv) = 5/(Vu+th)«Vu+th) dx
Q
1
- 5/(|Vu|2+2tVu-Vv+t2\Vv|2) do
Q

1
= — [ |[VuP+t [ Vu-Vode+t* | |Vo|? da.
2 Jo Q Q
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Thus, using the definition of J in (4.8),

Ju+tv)=Ju)+t [ Vu-Vodr+t*J(v), foralltcR. (4.10)
Q

Observe that the right—hand side of the expression in (4.10) is a quadratic

polynomial in ¢. Hence, it is differentiable in ¢ and

%[J(u—i—tv)]:/Vu-Vv dx +2tJ(v), forallteR.
Q

from which we get that

d
%[J(u + tv)]

= / Vu- Vv dz. (4.11)
t=0 Q

It follows from (4.11) that J is Gateaux differentiable at every u € C'(Q,R) in
the direction of every v € CL(Q,R), and its Gateaux derivative is as claimed in
(4.9).

Example 4.1.3. Let a,b € R be such that a < b and let
F:la,b) x RxR =R

be a continuous function of three variables (z,y,z) € [a,b] X R x R with con-
tinuous partial derivatives with respect to y and with respect to z, Iy and F},
respectively. Put V = C*([a,b],R) — R and V, = C}([a,b],R) — R.

Define J: V — R by

b
J(y) = / F(x,y(z),y'(z)) dz, foryeV. (4.12)

Then, J is Gateaux differentiable at every y € V in the direction of every
n € V,, and its Gateaux derivative is given by

b
dJ(y,n) = / [Fy(z,y,y" )0+ Fo(z,y,y' )] de, fory eV andneV,. (4.13)

For y € V and n € V,, use (4.12) to compute
b
Hy+tn) = [ Floyla) + @),/ (o) + /@) do, forte R (119
Thus, according to Proposition B.1.1 in Appendix B.1 in these notes, the ques-
tion of differentiability of the map

t— J(y+tn), forteR, (4.15)
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reduces to whether the partial derivatives

solFe ) = Fyleps) and L Fp.2)] = Fu(o,p.)

are continuous in [a,b] X R x R. This is one of the assumptions we have made
in this example.
Now, it follows from the Chain Rule that

0

o [ (@ y(@)+tn(z), y' () +tn' ()] = Fy G ytn, y'+tn )+ yttn, '+ )i
for all t € R, where we have written y for y(x), ¥’ for y/(x), n for n(x), and n’ for
n'(z). Thus, since we are assuming that y and n are C! functions, we see that
the assumptions for Proposition B.1.1 in Appendix B.1 hold true. We therefore
conclude that the map in (4.15) is differentiable and

d b
S+ t)] = / [Fy(@,y+tn,y +tn)n+ Fe(x,y+tn,y +tn')n'] dz, (4.16)
a
for all t € R, where we have written y for y(z), y' for y'(z), n for n(x), and 7’
for n’(x) in the integrand of the integral on the right-hand side of (4.15).
Setting ¢ = 0 in (4.16) we then obtain that

d b
%[J(ertn)]L:O =/ [Fy (29,9 )0 + Fe(,y,9))n'] de,

from which the expression in (4.13) follows.

Example 4.1.4 (A Sturm-Liouville Problem). Let p €
C([zo,x1],R) be functions satisfying p(z) > 0 and ¢(x)
Define J: C([z,,21],R) — R by

([xo,x1],R) and ¢ €
0 for z, < z < 21.

Vv Q

J(y) = /301[2?(@(?»/(56))2 +q(2)(y(2))*) dz,  fory € C'([xo, 21],R). (4.17)

We show that J is Gateaux differentiable at any y € V = C([x,,x1],R)
in the direction of any n € V, = C}([z,,21],R). To do this, observe that the
functional J in (4.17) is of the form

J(y) = /w1 F(z,y(z),y (z)) dz, for y € C' ([, 1], R),

o

where

F(x,y,2) = p(x)2* + q(x)y*, for x € [x,,21],y € R,z €R. (4.18)



52 CHAPTER 4. CONVEX MINIMIZATION

Since we are assuming that the functions p and ¢ are continuous on [x,, z1], it
follows that the function F': [2,, 1] X R X R — R defined in (4.18) is continuous
on [z,,x1] X R x R with continuous partial derivatives

Fy(z,y,2) =2q(xz)y and F.(z,y,2) = 2p(z)z,

for (x,y, 2) € [z, 21] X RxR. Consequently, by the result of Example and (4.13),
we conclude that the functional J defined in (4.17) is Gateaux differentiable at
every y € CY([x,, z1],R) with Gateaux derivative

Aty = [ Ratena) + 2y @ @) dr (419)

o

for every direction € C}([z,, 1], R).

4.2 A Minimization Problem

Let V' denote a normed linear space and J: V' — R a functional defined on V.
For a given nonempty subset A of V, we consider the problem of finding an
element u of A for which J(u) is the smallest possible among all values of J(v)
for v in A. We write:

J(u) < J(v), forallve A. (4.20)

We call A the class of admissible vectors for the minimization problem in
(4.20).

In addition, suppose that there exists a nontrivial subspace V, of V' with the
property that: for every u € A and every v € V, there exists § > 0 such that

It < 6= u+tve A (4.21)

We will refer to V, as the space of admissible directions.

Suppose we have found a solution v € A of the minimization problem in
(4.20). Assume further that J is Gataeux differentiable at u along any direction
vev,,

Let v be any direction in V,. It follows from (4.21) and (4.20) that there
exists § > 0 such that

J(u+tv) = J(u), for|t| <0,

or
J(u+tv) —J(u) 20, for |t| <. (4.22)

Dividing on both sides of the inequality in (4.22) by ¢ > 0 we obtain that

J(u+tv) — J(u)
t

>0, for0O<t<o. (4.23)
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Thus, letting ¢ — 07 in (4.23) and using the definition of the Gateaux derivative
of J in (4.7), we get that

dJ(u;v) =0, (4.24)

since we are assuming that J is Gateaux differentiable at u.
Similarly, dividing on both sides of the inequality in (4.22) by ¢t < 0 we
obtain that
J(u+tv) — J(u)
t

<0, for —d<t<O. (4.25)

Letting t — 0~ in (4.25), using the assumption that J is Gateaux differentiable
at u, we have that

dJ(u;v) < 0. (4.26)

Combining (4.24) and (4.26), we obtain the result that, if J is Gateaux differ-
entiable at u, and u is a minimizer of J over A, then

dJ(u;v) =0, forallvelV,. (4.27)

The condition in (4.27) is a necessary condition for u to be a minimizer of J
over A in the case in which J is Gateaux differentiable at u along any direction
v EV,.

Remark 4.2.1. In view of the expression in (4.13) derived in Example 4.1.3, we
note that the necessary condition in (4.27), in conjunction with the Fundamental
Lemma 3 (Lemma 3.2.9), was used in Section 3.3 to derive the Euler-Lagrange
equation.

4.3 Convex Functionals

Many of the functionals discussed in the examples in these notes so far are
convex. In this section we present the definitions of convex and strictly convex
functionals and discuss a few of their properties.

Definition 4.3.1 (Convex Functionals). Let V denote a normed linear space, V,
a nontrivial subspace of V', and A a given nonempty subset of V. Let J: V — R
be a functional defined on V. Suppose that J is Gateaux differentiable at every
u € A in any direction v € V,. The functional J is said to be convex on A if

Ju+v) = J(u) + dJ(u;v) (4.28)

for all u € A and v € V,, such that u +v € A.
A Gateaux differentiable functional J: V' — R is said to be strictly convex
in A if it is convex in A, and

J(u+v) = J(u)+dJ(u;v), foru € Av eV, with ut+v € A, iff v =0. (4.29)
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Example 4.3.2 (The Dirichlet Integral, Revisited). Let V' = C'(,R) and
V, = C*(Q,R). Let U denote an open subset in R" that contains € and let
g € C(U,R). Defined

A={uecC (QR)|u=gondQ}; (4.30)

that is, A is the class of C! functions u: Q@ — R that take on the values of g on
the boundary of €.
Define J: V — R by

J(u) = %/ﬂ |Vul® dz, for all u € C' (U, R). (4.31)

We showed in Example 4.1.2 that J is Géateaux differentiable at every u €
C'(©Q,R) in the direction of every v € CL(Q, R), with Gateaux derivative given
by

dJ(u;v) = / Vu-Vodr, forueC'QR)andvec CLHQ,R).  (4.32)
Q

We will first show that J is convex in A, where A is defined in (4.30). Thus,
let u € A and v € C}(,R). Then, u+ v € A, since v vanishes on 9.
Compute

1 1
J(u+v) = 5/ IV (u+v) de = J(u) + dJ(u;v) + 5/ |Vo|? doe.  (4.33)
Q Q
Thus,

J(u+v) = J(u)+ dJ(u;v)

for all u € A and v € C}(Q, R). Consequently, J is convex in A.
Next, we show that J is strictly convex.
From (4.33) we get that

1
Ju+v) = J(u) +dJ(u;v) + 5/ |Vo|? dz,
Q

for all u € A and v € C}(Q, R). Consequently,

J(u+v) = J(u)+ dJ(u;v)

/ |Vo|? dz = 0.
Q

Thus, since v € C*(,R), Vu = 0 in , and therefore v is constant on connected
components of . Hence, since v = 0 on 99, it follows that v(z) = 0 for all
x € . We conclude therefore that the Dirichlet integral functional J defined
in (4.31) is strictly convex in A.

if and only if
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Example 4.3.3 (A Sturm-Liouville Problem, Revisited). Let p: [z,,21] — R
and ¢: [x,, 1] — R be coninuous functions satisfying p(z) > 0 and ¢(z) > 0 for
z, < z < x1. Define J: C'([z,,21],R) — R by

() = / " @)W @) + g@)y@)] dr,  fory € O ((zo a1 B). (434)

o

Consider the problem of minimizing J over the class
A={y € C'([zo,21],R) | y(,) = yo and y(z1) = 1}, (4.35)

for given real numbers y, and y;.

In Example 4.1.4 we showed that the functional J: C1([x,, z1],R) — R given
in (4.34) is Gateaux differentiable at every y € C!([z,,z1],R) with Gateaux
derivative given by (4.19); namely,

1

d(y.n) =2 / lg(@)y(@)n(z) +p(e)y (@) (@)] dz, fory €V, 5 € Vi, (4.36)

Zo

where V = CY([z,,z1],R) and V, = C([x,, z1], R).

In this example we show that J is strictly convex in A given in (4.35).

We first show that J is convex.

Let y € A and n € V,,. Then, y +n € A, given that n(z,) = n(z1) = 0 and
the definition of A in (4.35).

Compute

J(y+n) = /m [p(2)(y (2) +n'(2))* + a(2)(y(2) + n(x))?] dz,

or, expanding the integrand,

Jy+n) = /ml [p(2) (¥ (2))* + 2p(2)y/ (x)n (x) + p(z) (1 (z))?] da

o

" /% la(2)(y(2))* + 2q(x)y(2)n(@) + q() (n(2))?] dz,

o

which we can rewrite as

Wy = [ @@ @+ )] de

o

2 / " @)y @) (@) + g@)y(@)n ()] de
+ [ )6 @) + o) o)) da

o

so that, in view of (4.34) and (4.36),

Z1

Jy+n) = J(y) +dJ(y;n) + / [p(2) (' (2))* + a(2)(n(2))*] dz.  (4.37)

To
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Since we are assuming in this example that p(z) > 0 and g(x) > 0 for all
x € [zo,x1], it follows from (4.37) that

Jy+mn) =J(y) +dJ(y;n), forye Aandnel,

which shows that J is convex in A.
Next, observe that, in view of (4.37),

Jy+n) =Jy) +dJ(y;n), foryeAandnelV,

if and only if

| b @2 + a@ @) ds =o. (439

Now, it follows from (4.38) and the assumption that p > 0 and ¢ > 0 on [x,, z1]
that

x

P @) =0 and | Y @) @))? dz =0,

To o

from which we obtain that n(x) = 0 for all = € [z,, x1], since 7 is continuous on
[0, z1]. Hence, J is strictly convex in A.

The functional in (4.34) is an example of a general class of functionals of the
form

b
J(y) = / F(z,y(z),y/(z)) dz, for y € C\(s,B,R),

where F': [a,b] x R Xx R — R is a continuous function with continuous partial
derivatives derivatives Fy(x,yz) and F.(z,y,2) in [a,b] x R x R. In the next
example, we present conditions that will guarantee that functionals of this type
are convex, or strictly convex.

Example 4.3.4. In Example 4.1.3 we saw that the functional J: V — R given
by

b
1) = [ Fly@)./@) dr, oryev. (4.39)
where V = C'([a,b],R) — R, and the function
F:la, b xRxR—-R

is a continuous function of three variables (z,y,z) € [a,b] x R x R with con-
tinuous partial derivatives with respect to y and with respect to z, Iy and F},
respectively, on [a,b] x R x R, is Gateaux differentiable at every y € V in the
direction of € V,,, where V, = CL([a,b],R). We saw in Example 4.1.3 that

b
dJ(y,n) = / [Fy(z,y,y" )0+ F.(z,y,y' )] de, fory eV andneV,. (4.40)
a

In this example we find conditions on the function F' that will guarantee that
the functional J given in (4.39) is convex or strictly convex.
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In view of 4.40, according to Definition 4.3.1, the functional J defined in
(4.39) is convex in

A={yeC'([a,0},R) | y(a) = yo, y(b) = y1}, (4.41)
provided that

b b b
/ F(x,y+v,y' +v') dz > / F(x,y,y") dx—i—/ [Fy(z,y,y o+ F.(x,y,y )V dz

for all y € A and v € V. This inequality will follow, for example, if the function
F satisfies

F(z,y+v,z+w) > F(z,y,2) + Fy(z,y,2)v + Fy(x,y, 2)w, (4.42)
for all (z,y, z) and (z,y+v, z+w) where F is defined. Furthermore, the equality
J(u+v) = J(u)+ dJ(u;v)

holds true if and only if equality in (4.42) holds true; and this is the case if and
only if v =0 or w = 0. In this latter case we get that J is also strictly convex.

Example 4.3.5 (A Sturm-Liouville Problem, Revisited Once Again). Let p €
C([xo, z1],R) and ¢ € C([zo,x1],R) be such that p(x) > 0 and ¢(z) > 0 for
7, < x < x1. Define J: CY([x,, 71],R) — R by

J(y) = /wl[p(ﬂi)(y’(ﬂﬁ))2 +q(2)(y(2))*] dz,  fory € C'([xo, 21],R). (4.43)

o

Thus, this functional corresponds to the function F': [z,,z1] X Rx R - R
F(x,y,2) = p(x)2> + q(2)y?, for x € [x,,21], y € R and z € R;

so that
Fy(xvyv Z) = 2q($)y and Fz(xvya Z) = 2p($)27

for (z,y,2) € [x,,21] X R x R. Thus, the condition in (4.42) for the functional
in (4.42) reads

p(@)(z +w)* + qz)(y +v)* > p(2)2® + q(2)y* + 2q(x)yv + 2p(r)ew  (4.44)
To show that (4.44) holds true, expand the term on the left-hand side to get
p(x)(z +w)? +q(z)(y+v)* = p(a)(z* + 220+ w?)
+a(@)(y® + 2yv + %)

p(x)2* + 2p(x) 2w + p(z)w?

+q(2)y® + 2q(x)yv + q(x)v?,
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which we can rewrite as
p@)(z +w)* +q(@)(y+v)* = p(2)2? +q(x)y?
+2q(x)yv + 2p(z)zw (4.45)
+p(@)w? + q(z)v?.

Since we are assuming that p > 0 and ¢ > 0 on [z,,x1], we see that (4.44)
follows from (4.45). Thus, the functional J given in (4.43) is convex.
To see that J is strictly convex,assume that equality holds in (4.44); so that,

p(x)(z +w)? +q(2)(y +v)* = p(x)2* + q(2)y* + 29(x)yv + 2p(x) 2.
It then follows from (4.45) that
p(2)w? + q(x)v? =0, for all x € [z, z1].

Consequently, since we are assuming that p(z) > 0 and ¢(z) > 0 for all z €
[0, 21], we get that
w=v=0.

Hence, the functional J given in (4.43) is strictly convex.

Example 4.3.6. Let p: [a,b] — R be continuous on [a,b]. Suppose p(z) > 0
for all z € [a,b] and define

b
J(y) = / p(x)\/1+ (y)2 de  for y € C'([a,b],R). (4.46)
a
We consider the question of whether .J is convex in the class
A={y € C'([a,b],R) | y(a) = y, and y(b) = y1} (4.47)

for given real numbers y, and .
Set V, = {v € C([a,b],R) | v(a) = 0 and v(b) = 0}. Then, V, is a nontrivial
subspace of C!([a, b],R).
In this case, F(z,y,2) = p(x)v1+ 22 for x € [a,b] and all real values for y
p(x)z ,
and z. Observe that F, =0 and F,(z,y,2) = ——— are continuous, and the
’ ) =

inequality (4.42) for this case reads

()14 (z+w)? 2 plx)V1+ 22+ p(z)zw

V122

which, by virtue of the assumption that p > 0 on [a, b], is equivalent to

W
1+ z4+w)2 > V1+224+ ——. 4.48
VIt rw) e (4.48)
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The fact that the inequality in (4.46) holds true for all z,w € R, with equality
iff w = 0, is a consequence of the Cauchy-Schwarz inequality in R? applied to
the vectors A = (1,2) and B = (1, z + w).

It follows from the inequality in (4.48) that the functional in (4.46) is convex
in A.

To show that the functional J given in (4.46) is strictly convex, first rewrite
the inequality in (4.48) as

zw
V1422

and note that equality in (4.49) holds if and only if w = 0.
It follows from what we have just shown that

VIt (z+w)?— V1422 - >0, forzweR, (4.49)

Jy+v) = J(y)+dJ(y;v), forye Aandvel,, (4.50)

where, by virtue of the result in Example 4.1.3,

y'(z)v'(x)
1+ (y/'(2))?

Thus, equality in (4.50) holds if and only if

b b b 1ot
/p(m)\/m d;v:/ p(x)m d$+/ p(w)L dz,

1+ (y')?

b
dJ(y;v) = / p(x) dr, forye AandveV,. (4.51)

where we have used (4.51). So, equality in (4.50) holds if and only if

/abp(w) <\/1 + (' + )2 =1+ (y)? - 1y:’(/y/)2> dr=0.  (4.52)

Tt follows from (4.52), the inequality in (4.49), the assumption that p(z) > 0 for
all x € [a,b], and the assumptions that p, y’ and v’ are continuous, that

(x v (x))2 — ue 277y’(x)v'(w) = or all a, 0|;
VIt (@) + (@) - V1+(y(2) ) 0, for all z € [a, b];

so that, since equality in (4.48) holds if and only if w = 0, we ontain that
v'(z) =0, forall x € [a,b].

Thus, v is constant on [a,b]. Therefore, since v(a) = 0, it follows that v(z) =0
for all z € [a,b]. We have therefore demonstrated that he functional J defined
in (4.46) is strictly convex in A given in (4.47).

We note that in the previous example (Example 4.3.6), the corresponding
function, F(z,y,z) = p(x)v/1 + 22, to the functional J does not depend explic-
itly on y. In the next example we consider a general class of functionals of this

type.
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Example 4.3.7. Let I denote an open interval of real numbers (we note that I
could be the entire real line). We consider function F': [a,b] x I — R; that is, F'
is a function of two variables (z, z), where x € [a,b] and z € I. We assume that
F is continuous on [a,b] x I. Suppose also that the second partial derivative of
F with respect to z, F..(z,z), exists and is continuous on [a,b] X I, and that

F..(z,z) >0, for (x,2) € [a,b] x I, (4.53)

except possibly at finitely many values of z in I.
Let V = C'([a,b],R) and define the functional

b
J(y) = / F(z,y (x)) de, foryeV. (4.54)

In this example we show that, if (4.53) holds true, then the functional J defined
in (4.54) is strictly convex in

A={y e C([a,b],R) | y(a) = yo and y(b) = y1} (4.55)

for given real numbers y, and y;.
According to (4.42) in Example 4.3.6, we need to show that

F(z,z+w) > F(x,z) + F.(z, z)w, (4.56)

for all z € [a,b], z € I and w € R such that z+w € I, since F,, = 0 in this case.
Fix « € [a,b], z € I and w € R such that z +w € I, and put

g(t) = F(z,z+tw), foralltel0,1].

Then, g is C? in (0,1) and, integrating by parts,
1 1 1
[a-ngma = a-ogw| + [ g0
0 0

= —9'(0) +9(1) — 9(0)
= —F(z,2)w+ F(z,z 4+ w) — F(x, 2),
from which it follows that
1
F(z,z+w) =F(z,2) + F.(z,2)w + / (1 —t)F..(z,z + tw)w? dt, (4.57)
0

and so
F(x,z+w) > F(x,2) + F.(x, 2)w, (4.58)

which is the inequality in (4.56).
Next, assume that equality holds in (4.58). It then follows from (4.57) that

1
/ (1 —t)F..(x, 2z + tw)w? dt =0,
0
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from which we get that w = 0, in view of the assumption in (4.53). We have
therefore shown that equality in (4.58) holds true if and only if w = 0.

To show that the functional J in (4.54) is strictly convex, use the inequality
in (4.58) to see that, for y € V and n € V, = C}([a, ], R),

b
Tyt = /‘F@w%w+wuwdx

b b
> /F@J@Dw+/IU%ﬂ@W@Mw

so that, using the result in Example 4.1.3 and the definition of J in (4.54),
Jy+n) =Jy) +dJ(y;n) foryeV and neV,. (4.59)

Thus, the functional J defined in (4.54) is convex in A, where A is given in
(4.55).

To show that J is strictly convex, assume that equality hods in the inequality
in (4.59) holds true; so that

Jy+mn)=Jy) +dJ(y;n) forsomey eV andneV,,

or, using the the definition of J in (4.54) and the result in Example 4.1.3,

/ F(z,y'(z) + 7' (2)) dov = / F(x,y'(z)) dz —|—/ F.(z,y'(z))n (z) dz,

b
/ [F(x,y' () +n'(2)) = F(z,y'(x)) = Fe(x,y/(2))7/(x)] dz = 0. (4.60)

It follows from the inequality in (4.58) that the integrand in (4.60) is nonnegative
on [a, b]; hence, since ¢/, ', F and F, are continuous functions, it follows from
(4.60) that

F(a,y'(x) +1'(2)) = F(z,y'(z)) = Fx(a,y'(z))n'(x) = 0, for z € [a,b]. (4.61)

Thus, since equality in (4.56) holds true if an only if w = 0, it follows from
(4.61) that

n'(x) =0, forall z € (a,b),

from which we get that n(z) = ¢ for all « € [a, b], where ¢ is a constant. Thus,
since n € V,, it follows that n(a) = 0 and, therefore ¢ = 0; so that, n(z) = 0 for
all z € [a,b]. We have therefore shown that equality in (4.59) holds true if and
only if n(z) = 0 for all z € [a,b]. Hence, the functional J defined in (4.54) is
strictly convex in A, where A is given in (4.55).
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4.4 Convex Minimization Theorem
The importance of knowing that a given Gateaux differentiable functional
J: V=R
is convex is that, once a vector u in A satisfying the condition
dJ(u;v) =0, forallveV, withu+wv € A,

is found, then we can conclude that u is a minimizer of J over the class A.
Furthermore, if we know that J is strictly convex, then we can conclude that
there exists a unique minimizer of J over A. This is the essence of the convex
minimization theorem presented in this section.

Theorem 4.4.1 (Convex Minimization Theorem). Let V' denote a normed
linear space and V, a nontrivial subspace of V. Let A be a nonempty subset
of V. Assume that a functional J: V' — R is is Gateaux differentiable at every
u € A in any direction v € V, such that u +v € A. Assume also that J is
convex in A. Suppose there exists u, € A such that u —u, € V, for all u € A
and

dJ(uy;v) =0 for v €V, such that u, +v € A.

Then,
J(uo) < J(u) for all u € A4; (4.62)

that is, u, is a minimizer of J over A. Moreover, if J is strictly convex in A,
then J can have at most one minimizer over A.

Proof: Let u, € A be such that u —u, € V, for all u € A and
dJ(ue;v) =0 for all v € V such that u, +v € A. (4.63)

Given u € A, put v = u—u,. Then, v € V, and u,+v € A, since u,+v =u € A.
Consequently, by virtue of (4.63),

dJ(ue;v) =0, where v =1u — u,. (4.64)
Now, since we are assuming that J is convex in A, it follows that
J(u) = J(up +v) = J(uo) + dJ (ue; v);
so that, in view of (4.64),
J(u) = J(u,), forallue A,

which is the assertion in (4.62).

Assume further that J is strictly convex in A, and let u; and us be two
minimizers of J over A such that u —u; € V, and v — ug € V, for all u € A.
Then,

J(u1) = J(ug), (4.65)
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since J(u1) < J(uz2), given that uz € A and wu; is a minimizer of J over A; and
J(ug) < J(u1), given that u; € A and ug is a minimizer of J over A.
It is also the case that

dJ(u1;v) =0, for any v € V, with uy +v € A, (4.66)

by the results in Section 4.2 in these notes, since u; is a minimizer of J over A.
Next, put v = ug — uq; so that, v € V,, and uy + v = us € A. We then have
that
J(uz) = J(ug + v);
so that, in view of (4.65),
J(up +v) = J(ug),
and, using (4.66),
J(up +v) = J(uy) + dJ (ug;v). (4.67)

Thus, since J is strictly convex, it follows from (4.67) that v = 0 (see (4.29) in
Definition 4.3.1); that is, ug — u; = 0 or u; = uy. Hence, if J is strictly convex
in A, then J can have at most one minimizer over 4. M
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Chapter 5

Optimization Problems
with Constraints

Let V be a normed linear space and V,, a nontrivial subspace of V. Let J: V — R
be a functional that is Gateaux differentiable at every u € V in the direction
of every v € V,. In may applications we would like to optimize (maximize or
minimize) J not over a class of admissible vectors A, but over a subset of V' that
is defined as the level set (or sets) of another Gateaux differentiable functional
(or functionals) K: V' — R. In this chapter, we discuss how to obtain necessary
conditions for a given vector u € V' to be an optimizer of J over a constraint of
the form
K 'e)={veV|K®) =k}, (5.1)
for some real number c. The level set K ~!(k,) is an example of a constraint. In
some applications there can be several constraints, and sometimes constraints
might come in the form of inequalities.
An example of an optimization problem with constraint might take the form
of: Find u € K~1(c) such that
J(u) = ver}r(lz}ic(c) J(v). (5.2)
In the following section, we present a classical example of an optimization prob-
lem of the type in (5.2) and (5.1).

5.1 Queen Dido’s Problem

Let ¢ denote a given positive number and consider all curves in the xy—plane
that are the graph of a function y € C'([0,],R) such that y(z) > 0 for all
z € 10,b], y(0) =0, y(b) = 0 for some b € (a, ), and the arc-length of the curve
from (0,0) to (b,0) equal to ¢; that is,

b
/0 T+ (@) do = L. (5.3)

65
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Figure 5.1.1: Graph of y(x) for 0 <z < b

Figure 5.1.1 shows one of those curves (the graph of the corresponding function
y € C'([0,b],R) is shown over the interval [0,b]). We will denote the class of
these curves by A. Setting V, = C1([0,b],R) and

b
Ko)= [ VIFW@PRds, foryeCoHR), (54
0
we can express the class A as
A={yeV,|y(xz)>0forz € [0,b], and K(y) = ¢}. (5.5)

Note that K in (5.4) defines a functional K: V — R where V = C*([0, b], R).
This is the arc-length functional that we have encountered previously in these
notes. The expression

K(y)=¢, foryeA (5.6)

in the definition of A in (5.5) defines a constraint.
We would like to find, if possible, the curve in A for which the area enclosed
by it and the positive z—axis is the largest possible; that is,

b
/ y(z) de, forye A
0

is the largest possible among all functions y € A.
Defining the functional J: V' — R by

b
J(y) = /0 y(z) dz, foryeV, (5.7)

we can restate the problem as
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Problem 5.1.1 (Dido’s Problem). Let J: V' — R be the area functional defined
in (5.7), K: V — R the arc-length functional defined in (5.4), and A be the
class of admissible functions defined in (5.5) in terms of the constraint K (y) = £
in (5.6). If possible, find y € A such that

J(y) = J(v), forallve A

To make the dependence of the constraint in (5.6) more explicit, we may also
write the problem as: Find y € A such that

J(y) = J(v), forv eV, withv(z)>0for x €[0,b] and K(v)=¢. (5.8)

In the following section we will see how we can approach this kind of problems
in a general setting.

5.2 FEuler—Lagrange Multiplier Theorem

Let V denote a normed linear space with norm || - ||, and let V, be a nontrivial
subspace of V. Let J: V — R and K: V — R be functionals that are Gateaux
differentiable at every u € V in the direction of every v € V,. We would like
to obtain necessary conditions for a given vector u € V' to be an optimizer (a
maximizer or a minimizer) of J subject to a constraint of the form

K Ye)={veV|K@)=c}, (5.9)

where c is a given real number; it is assumed that the level set K ~1(c) in (5.9)
is nonempty. Thus, we would like to find conditions satisfied by u, € V such
that

K(u,) =c¢ (5.10)

and
J(uo) < J(v) (or J(u,) = J(v)) for all v € V such that K(v) =c.  (5.11)

We also assume that the Gateaux derivatives of J and K, dJ(u;v) and
dK (u;v), respectively, are weakly continuous in u.

Definition 5.2.1 (Weak Continuity). Let V' denote a normed linear space
with norm || - || and V, a nontrivial subspace of V. Let J: V — R be Géteaux
differentiable at every u € V in the direction of every v € V,,. We say that the
Gateaux derivative of J, dJ(u;v), is weakly continuous at u, € V if and only if

lim dJ(u;v) = dJ(ue;v), for every v € V; (5.12)

U—Ug

that is, for each v € V,, given € > 0, there exists § > 0 such that

lu — uol| < 6 = |dJ(u;v) —dJ(up; v)| < €.
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Example 5.2.2. Let

1
V= {yeCl [0,1], ’/ dx<ooand/(y’(x))2dx<oo},
0

and define a norm on V by

llyll = \// )2 dx —l—/o (¢y/(z))? dz, forallye V. (5.13)

Define J: V — R by

1

1
J(y) = 5/0 (y/(x))? dz forally € V. (5.14)

Then, J is Gateaux differentiable at every y € V with Gateaux derivative at
y € V in the direction of v € V given by

1
dJ(y;v) = / y'(z)v'(z) dz, for y,v € V. (5.15)
0

To see that the Gateaux derivative of J given in (5.15) is weakly continuous at
every y € V, use (5.15) to compute, for u € V,

dJ(u;v) —dJ(y;v) = /0 o' (z)v' () dx—/o y'(z)v' (x) dx

- / () — of (@)]0' () da;
0

so that, taking absolute values on both sides,

14T (u;0) — dJ ;) / W (2) — ' ()] o' (@) de. (5.16)

Then, applying the Cauchy—Schwarz inequality on the right-hand side of (5.16),

|dJ (u;v) — dJ(y; v \// [u'(z) — y'(x)|? dx-\//o |v(z)]? dx;

so that, using the definition of norm in V given in (5.13),

|dJ (u;v) = dJ (y; v)] < [Ju =yl - ] (5.17)

Thus, given any £ > 0 and assuming that v # 0, we see from (5.17) that, setting
- <
I

lu—y| <d=|dJ(u;v) —dJ(y;v)| < e.
We therefore conclude that
lim dJ(u;v) = dJ(y;v), forallveV.

u—y
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The following theorem will be helpful in obtaining necessary conditions for
solutions of the general constrained optimization problem in (5.10) and (5.11).
It is a generalization of the Lagrange Multiplier Theorem in Euclidean space.

Theorem 5.2.3 (Euler-Lagrange Multiplier Theorem). Let V' denote a normed
linear space and V, a nontrivial subspace of V. Let J: V — Rand K: V — R
be functionals that are Gateaux differentiable at every u € V in the direction
of every v € V,,. Suppose there exists u, € V such that

K(u,) = c, (5.18)
for some real number ¢, and
J(uo) < J(v) (or J(u,) = J(v)) for all v € V such that K(v) =¢.  (5.19)

Suppose also that the Gateaux derivatives, dJ(u;v) and dK (u;v), of J and K,
respectively, are weakly continuous in u for all w € V. Then, either

dK (up;v) =0, forallv eV, (5.20)
or there exists a real number p such that

dJ(up;v) = p dK (up;v), for all v € V,. (5.21)

Remark 5.2.4. A proof of a slightly more general version of Theorem 5.2.3
can be found in [Smi74, pp. 72-77].

Remark 5.2.5. The scalar p in (5.21) is called and Euler-Lagrange multiplier.

Remark 5.2.6. In practice, when solving the constrained optimization prob-
lem in (5.18) and (5.19), we solve (if possible) the equations in (5.18), (5.20) and
(5.21), simultaneously, to find a candidate, u,, for the solution of the optimiza-
tion problem. We will get to see and instance of this approach in the following
example.

Example 5.2.7 (Queen Dido’s Problem, Revisited). For the problem intro-
duced in Section 5.1, we were given a fixed positive number ¢, and we defined
V= Cl([ovb]vR)v Vo= Cg([O,b],R), and

A={y eV, |y(x) >0 for z €0,b], and K(y) = £} (5.22)

where K: V — R is the arc-length functional

b
K(y) = / V1+ (¥ (x))? dx, foryelV. (5.23)

We would like to maximize the area functional J: V' — R given by

b
J(y) = /0 y(z) de, fory eV, (5.24)
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subject to the constraint K (y) = £.
Eying to apply the Euler-Lagrange Multiplier Theorem, we compute the
Géateaux derivatives of the functionals in (5.23) and (5.24) to get

b ’ /
K(y;n) = / M dr, foryeV andnelV,, (5.25)
o V1+(Y(2))?
and ,
dJ(y;n) = / n(xz) de, fory eV andneV,. (5.26)
0

Endowing the space V with the norm

lyll = max y(z)| + max [y (z)], forallyeV,
we can show that the Gateaux derivative of K given in (5.25) is weakly contin-
uous (see Problem 4 in Assignment #6).
To see that the Gateaux derivative of J in (5.26) is also weakly continuous,
observe that, for all v and y in V,

dJ(u;n) —dJ(y;n) =0, forallnelV,,

in view of (5.26).
Thus, we can apply the Euler—Lagrange Multiplier Theorem to the optimiza-
tion problem: Find y € A, where A is given in (5.22), such that

J(y) = max J(u). (5.27)

We obtain that necessary conditions for y € A to be a candidate for a solution
of the problem in (5.27) are

b
/O 1+ (y'(x))? dx = ¢ (5.28)

=0, forallnelV,; (5.29)

———— dx
/a V1t ((2))?

or, there exists a multiplier u € R such that

/
/ ) dz = / ACUACO N —— (5.30)
1+ (y'(2))?

where we have used (5.18), (5.20) and (5.21) in the conclusion of Theorem 5.2.3.

We first consider the case in which (5.29) holds true. In this case, the Second
Fundamental Lemma of the Calculus of Variations (Lemma 3.2.8 on page 29 in
these notes) implies that

A CONN C, forall z€[0,b], (5.31)
14 (y'(x))?
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for some constant C.
Solving the equation in (5.31) for y'(z) yields the differential equation

y'(z) =cy, forallze|0,b], (5.32)
for some constant ¢;. Solving the equation in (5.32) in turn yields
y(x) =z +cq, forall x € 0,0, (5.33)

for some constants ¢; and c¢o. Then, using the requirement that y € A, so that
y € V,, we obtain from (5.33) that

01202:0;

Thus,
y(z) =0, forall x € [0,0], (5.34)

is a candidate for an optimizer of J over A, provided that (5.28) holds true.
We get from (5.28) and (5.34) that

b
/ V1402 dr =4,
0

from which we get that
b=1¢;

this shows a connection between the length of the curve, ¢, and the end—point,
b, of the interval [0,b] determined by the constraint in (5.28).

We have shown that the function y € CL([0,b],R), where b = ¢, given in
(5.34) is a candidate for an optimizer of J defined in (5.24) over the class A
given in (5.22). Since in this case J(y) = 0, for the function y given in (5.34),
y is actually a minimizer of J over A, and not a maximizer. Thus, we turn to
the second alternative in (5.30), which we can rewrite as

’ py'(@) _
/0 (n(w) T O n (x)) dx =0, forallnelV,. (5.35)

Now, it follows from (5.35) and the Third Fundamental Lemma (Lemma 3.2.9
on page 30 of theses notes) that y must be a solution of the differential equation

d

Cdr [T (e

Ny’(x) ))2] =1, for 0 < z < b. (536)

We see from (5.36) that p # 0, since 1 # 0. We can therefore rewrite the
equation in (5.36) as

!
1
y(x)] = —;, for0<xz <b. (5.37)
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Integration the equation in (5.37) yields

y'(x)

W:—%‘i‘Cl, f0r0<x<b, (538)

for some constant of integration c;.
Next, solve the equation in (5.38) for 3’(z) to obtain the differential equation

dy n T — pcy
dx W2 — (= per)?’

for 0 < x < b, (5.39)

The differential equation in (5.39) can be integrated to yield
y=FVur—(z—pc1)® + ez, (5.40)

for a constant of integration cs.
Observe that the equation in (5.40) can be written as

(z = per)® + (y — 2)® = 2, (5.41)

which is the equation of a circle of radius p (here we are taking p > 0) and
center at (ucy,ca). Thus, the graph of a y € A for which the area, J(y), under
it and above the x—axis is the largest possible must be a semicircle of radius u
and centered at (ucy,0); so that, ca = 0. We then get from (5.40) that

y(x) = p? — (x — per)?,  for 0 <z < b, (5.42)

where we have taken the positive solution in (5.40) to ensure that y(z) > 0
for all « € [0,b], according to the definition of A in (5.22); so that, the graph
of y is the upper semicircle. We are also assuming that ¢; > 0. Furthermore,

Y

Figure 5.2.2: Graph of optimal solution y(z) for 0 <z < b
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the condition y(0) = 0 in the definition of A in (5.22) implies from (5.42) that
¢1 = 1; so that, (5.42) now reads

y(x) =2 —(x —p)?, for0<z <y (5.43)

thus, the graph of y is a semicircle of radius p > 0 centered at (p,0); this is
pictured in Figure 5.2.2, where b = 2u. Hence, according to the definition of A
in (5.23), we also obtain an expression for p in terms of b:

b
= -, 5.44
p=g (5.44)
Finally, since K (y) = ¢, according to the definition of A in (5.23), it must also

be the case that

=4, (5.45)

given that wu is the arc—length of the semicircle of radius p pictured in Figure
5.2.2. Combining (5.44) and (5.45) we see that

20
b=",
™

which gives the connection between b and ¢ imposed by the constraint in (5.28).

Remark 5.2.8. It is important to keep in mind that the condition for an
optimizer that we obtained in Example 5.2.7 was obtained under the assumption
that an optimizer exists. This is the main assumption in the statement of the
Euler-Lagrange Multiplier Theorem. We have not proved that an optimizer for
J exists in A. What we did prove is that, if a solution y € A of the optimization
problem
J(y) = max J(v), subjec to K(y) = ¢,
veA

where A is as given in (5.22) and J as defined in (5.24) exists, then the graph
of y(x), for 0 < = < b, must be a semicircle.

Example 5.2.9. In this example we consider a general class of problems that
can be formulated as follows: Let a and b be real numbers with a < b and define
V = C1([a,b],R). The space V is a normed linear space with norm

— /
lyll = max |y(2)] + max |y'(z)], forally e V. (5.46)

Put V, = C*([a, b],R) and define
A={yeV]yla) =y, and y(b) =y}, (5.47)

for given real numbers y, and y;.
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Let F: [a,b] Xx R x R and G: [a,b] X R x R be continuous functions with
continuous partial derivatives

Fy(w,y,2), Fa(z,y,2), Gy(e,y,2) and G(2,y, 2), (5.48)

for (x,y,z) € [a,b] x R x R. Define functionals J: V — R and K: V — R by

b
J(y) = / F(x,y(z),y'(z)) dz, foryeV, (5.49)

and .
K(y) = / Gla,y(z),y/(z)) dz, foryeV, (5.50)

respectively.
We consider the problem of finding an optimizer y € A, of J over the class
A, where A is given in (5.47) subject to the constraint

K(y) =c, (5.51)

for some given constant c.

In order to apply the Euler-Lagrange Multiplier Theorem (Theorem 5.2.3
on page 69 in these notes), we need to consider the Gateaux derivatives of the
functionals J and K given in (5.49) and (5.50), respectively:

b
dJ(y,n) = / (Fy(x, 9,9 )0+ Fe(z,y,y )] de, foryeV andneV,, (5.52)

and

b
dK (y,n) = / Gy (@, y,y )+ G (2, y,y )] dz, fory eV and n e V,, (5.53)

a

where we have written y for y(x), v’ for y/'(z), n for n(z), and 7’ for n'(z) in
the integrands in (5.52) and (5.53). The assumption that the partial derivatives
in (5.48) are continuous for (z,y,z) € [a,b] x R x R will allow us to show that
the Géteaux derivatives of J and K in J in (5.52) and (5.53), respectively, are
weakly continuous in V' with respect to the norm || - || defined in (5.46). This
fact is proved in Appendix C starting on page 93 of these notes. Thus, we can
apply Theorem 5.2.3 to obtain that, if (z,y) € A, where A is given in (5.47), is
an optimizer of J over A subject to the constraint in (5.51), then, either

b
/ Gy(z,y,y' )+ G.(z,y,y')n] de =0, for all p eV, (5.54)

or there exists a multiplier u € R such that

b b
/ (Fy(z,y,y" )+ Fa(x,y,9 )] de = u/ Gy (z,y,y" )+ G.(z,y,y" )] d,
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for all n € V,, which we can rewrite as

b
/ (Hy(z,y,y" )0+ H.(2,y,y' )] de =0, forall n eV, (5.55)

where H: [a,b] x R x R — R is given by
H(z,y,z) = F(z,y,2) — uG(x,y,2), for (z,y,2) € [a,b] x Rx R = R. (5.56)

Thus, the conditions in (5.54), and (5.55) and (5.56) are necessary conditions
for (z,y) € A being an optimizer of J over A subject to the constraint in (5.51).
These conditions in turn yield the following Euler-Lagrange equations by virtue
of the third fundamental lemma in the Calculus of Variations (Lemma 3.2.9):
Either

d
7[GZ($,Z/,Z~//)] = Gy(x7yay/)a (557)
dz
or there exists p € R such that
d
%[Hz(x7yvy/)] = Hy(x7y7y/)7 (558)

where H is given in (5.56).
In the following example we present an application of the equations in (5.57),
(5.58 and (5.56.

Example 5.2.10. For given b > 0, put V = C*([0,b],R) and V,, = C}([0, ], R).
Define functionals J: V — R and K: V — R by

b
I(y) :/ VIT W@ R dz, forallyeV, (5.59)
0
and .
K(y) = / y(x) de, forallyeV, (5.60)
0

respectively. Let
A={yeV,]|y(x) =0} (5.61)

We consider the following constraint optimization problem:

Problem 5.2.11. Minimize J(y) for y € A subject to the constraint
K(y) = a, (5.62)
for some a > 0.

The Gateaux derivatives of the functionals J and K defined in (5.59) and
(5.61), respectively, are
L)
dJ(y;n) = | ———L—1n'(z) dx, foryeV andnelV,, (5.63)

o V14 (y'(x))?
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and .

dK (y;n) = / n(z) de, fory eV andneV,, (5.64)
respectively. In Example 5.2.7 we saw that the Gateaux derivatives in (5.64) and
(5.63) are weakly continuous. Thus, the Euler-Lagrange Multiplier Theorem
applies. Hence, if y € A is an optimizer for J over A subject to the constraint

in (5.62), then either y must solve the Euler-Lagrange equation in (5.57), or
there exists a multiplier 1 € R such that

solves the Euler-Lagrange equation in (5.58), where

F(z,y,2z) =V1+22, forze[0,b] xR xR,
and
G(z,y,2) =y, forxzel0,b xR xR.

We then have that
z

Fy(z,y,2)=0 and F,(z,y,2)= Wi

for x € [0,0] x R x R,

and
Gy(z,y,2) =1 and G,(z,y,2)=0, forze0,bxRxR.

The differential equation in (5.57) then reads: 0 = 1, which is impossible;
hence, there must exist an Euler-Lagrange multiplier ;1 € R such that y solves
the differential equation

dx

which yields

— = ux +c1, (5.65)
1+ (y')?
for some constant c¢;.

We consider two cases in (5.65): either © =0, or p # 0.
If 4 =0 in (5.65), we obtain that

Y = ca,
for some constant ¢, which yields the general solution
y(z) = cow + c3,

for another constant ¢3. The assumption that y € V,, (see the definition of A in
(5.61)) then implies that y(z) = 0 for all « € [0, b]; however, since y also must
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satisfy the constraint in (5.62), we get from the definition of K in (5.60) that
a = 0, which is impossible since we are assuming that a > 0. Hence, it must be
the case that p # 0.

Thus, assume that pu # 0 and solve the equation in (5.65) for ¢’ to obtain
the differential equation

@—i HT + C1

— , for0<z<b,
v~ - (ua o)
which can be integrated to yield
1
y::F; 1—(ux+c1)24c, for0<z<h, (5.66)

for some constant of integration c,.
It follows from the expression in (5.66) that
(px + 1) + (py — pe2)® = 1,

which we can rewrite as
C1 2 1
+— ) +y—)?=-. 5.67
( u) ( ) w2 (5.67)

Observe that the expression in (5.67) is the equation of a circle in the zy—plane
of radius 1/p (here, we are taking u > 0) and center at

(=5=)
—C2 | .
1
The boundary conditions in the definition of A in (5.61) imply that
y(0)=0 and y(b)=0.
Using these conditions in (5.67) we obtain that

a_ b

7 2

Thus, we can rewrite the equation in (5.67) as

(x - g>2 R (5.68)

which is the equation of a circle in the zy—plane of radius 1/u and center at

(o)

Thus, according to (5.68), a solution y € A of the constrained optimization
Problem 5.2.11 has graph along an arc of the circle connecting the point (0,0)
to the point (b,0). The value of ¢z can be determined by the condition in (5.62).
We'll get back to the solution Problem 5.2.11 in the next section dealing with
an isoperimetric problem
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5.3 An Isoperimetric Problem
In this section we discuss an example in the same class of problems as Queen
Dido’s Problem presented in Example 5.2.7.

Problem 5.3.1 (An Isoperimetric Problem). Out of all smooth, simple, closed
curves in the plane of a fixed perimeter, £, find one that encloses the largest
possible area.

In what follows, we shall define several of the terms that appear in the statement
of Problem 5.3.1.
Let V = C([0, 1], R?); so that, the elements of V are vector—valued functions

(z,9): 0,1] — R,

whose values are denoted by (z(t),y(t)), for ¢ € [0,1], where the functions
x:[0,1] —» R and y: [0,1] — R are differentiable functions of ¢ € (0,1), with
continuous derivatives & and gy (the dot on top of a variable name indicates
derivative with respect to t). Not that V is a linear space with sum and scalar
multiplication defined by

(@(t),y(1)) + (u(t), v(t)) = (2(t) + u(t),y(t)) +v(t)), forall t € [0, 1],
for (x,y) € V and (u,v) € V, and
(w2 (t), y(t)) = (cx(t), cy(t))), for all ¢ € 0,1,
for ce R and (z,y) € V.
We can also endow V' with a norm ||(-, )| defined by

Iz, )l = max |=(t)] + max [y()] + max |£(t)] + max [5(t)],  (5.69)
for (z,y) € V (see Problem 2 in Assignment #7).

Notation 5.3.2. We will denote and element (x,y) in V by a single single
symbol o € V; so that,

o(t) = (z(t),y(t)), forte]|0,1].
The derivative of o: [0,1] — R? will be denoted by

o'(t) = (@(t), §(8)),  for t € (0,1),
and o' (t) is tangent to the curve traced by o at the point o(t), provided that
o'(t) # (0,0).
Definition 5.3.3 (Smooth, simple, closed curve). A plane curve parametrized
by a map o € V is said to be a smooth, simple, closed curve if

o(0) = o(1);

the map o: [0,1) — R? is one-to—one; and

o'(t) # (0,0), forallt e 0,1]. (5.70)
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Remark 5.3.4. A continuous, simple, closed curve in the plane is also called a
Jordan curve. The Jordan Curve Theorem states that any continuous, simple,
closed curve in the plane separates the plain into two disjoint, connected, regions:
a bounded region (we shall refer to this region as the region enclosed by the
curve) and an unbounded region (the region outside the curve).

We denote by A the class of smooth, simple, closed curves in the plane.
According the definition of a smooth, simple, closed curve in Definition 5.3.3,
we can identify A with the class of functions o € V such that o: [0,1] — R2
satisfies the conditions in Definition 5.3.3. We will also assume that the paths
in A induce a counterclockwise (or positive) orientation on the curve that o
parametrizes. Thus, for each o = (z,y) € A, we can compute the are of the
region enclosed by o by using the formula (B.13) derived in Appendix B.2 using
the Divergence Theorem. Denoting the area enclosed by (z,y) € A by J((z,y))
we have that

) =5 7{) (ady — yda), (5.71)

where €2 is the region enclosed by the path (z,y) € A. Expressing the line
integral in (5.71) in terms of the parametrization (z,y): [0,1] — R? of 99, we
have that

1

M) =3 [ @i =y0i) &t for @y ed  (572)

We note that the functional J: V' — R defined in (5.72) defines a a functional
on V that, when restricted to .4, gives the area of the region enclosed by o =
(z,y) € A. The arc-length of any curve (z,y) € V is given by

K((z,y)) = /o VI(E()? + (y(¥)? dt, for (z,y) € V. (5.73)

We can then restate Problem 5.3.1 as

Problem 5.3.5 (An Isoperimetric Problem, Restated). Find (z,y) € A such
that

J((z,y)) = (JE??A J((u,v)), subject to K((z,y)) =" (5.74)

Thus, the isoperimetric problem in Problem 5.3.1 is a constrained optimiza-
tion problem. Thus, we may attempt to use the Euler—Lagrange Multiplier
Theorem to obtain necessary conditions for a solution of the problem.

Observe that the functionals in (5.72) and (5.73) are of the form

b
J((x,9)) =/ P(t,x(t),y(t), &(t), 4(¢)) dt, for (z,y) € C'([a,b],R?), (5.75)

and

b
K((z,y)) =/ G(t,x(t),y(t), &(1), §(t)) dt, for (z,y) € C*([a,b],R?), (5.76)
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where F': [a,b] x R* = R and G: [a,b] x R* — R are continuous functions of
the variables (t,z,y,p,q) € [a,b] x R*, that have continuous partial derivatives

Fx(t7xvyap7q)’ Fy(tam7y7paQ)7 Fp(tvxayap7Q)a Fq(t7xayap7Q)a
and
Ga(t,z,y,p.9), Gy(t,z,y,p,q), Gp(t,2,y,p,9), Get,2,y,p,q),

for (t,x,y,p,q) € |a,b] x R* (with possible exceptions). Indeed, for the func-
tionals in (5.72) and (5.73), [a,b] = [0, 1],

1 1
F(t,l’,y,p, Q) = ixq - §ypa for (t,m7y7paQ) € [07 1} X R47 (577)
and
G(t,z,y,p,q) = V/p* +¢* for (t,z,y,p,q) € [0,1] x R, (5.78)

with p? + ¢? # 0. We note that for the functions F' and G defined in (5.77) and
(5.78), respectively,

1 1
Fw(t,l',y,p,q): §q7 Fy(t7$7yapaQ):_§pa

(5.79)
1 1
Fp<taxayapaq) = _§y7 Fq(taxayap7Q) = §$,
which are continuous functions for (¢, z,y,p, q) € [0,1] x R*, and
Ga(t,z,y,p,9) =0, Gy(t,z,y,p,q) =0,
5.80)
p q (
G (taxayapv(ﬁzia G <t7xay7paQ):7a
p D2+ ¢ a 2+ 2

which are continuous as long as p® + ¢ # 0.

Using V to denote C([a, b], R?), momentarily, V, to denote C}([a,b],R?),
and A to denote

{(z,y) € V[ (z(a),y(a)) = (xo,yo) and (x(b),y(b)) = (x1,y1)},

for given (z,,%,) € R? and (x1,y1) € R?, we can use the assumptions that
the partial derivatives F, Fy, Fy,, Fy, G, Gy, Gp and G, are continuous to
show the the functionals J: V' — R and K: V — R defined in (5.75) and
(5.76), respectively, are Gateaux differentiable at (x,y) € V in the direction of
(m,n2) € V,, with Gateaux derivatives given by

b
dT((@,y); (m1,2)) = / (Fumn + Fyna + Fyin + Fyio] dt, (5.81)
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for all (z,y) € V and (n1,n2) € V,, where we have written

F, for Fy(t,z(t),y(t), z(t),y(t)), for t € [a.b];
(t),z(t),y(t)), for t € [a.b];
(t),z(t),y(t)), for t € [a.b];
(1), 2(1),9(t)), for t € [a.b];

b
and 11, 71, 12 and 7, for 9y (¢

) 1
(see Problem 3 in Assignment

1(t), m2(t) and 02(t), for ¢ € [a, b], respectively,
7); similarly, we have that

b
dK((xa y)§ (771, 772)) = / [Gﬂh + Gy772 + Gpﬁl + GqﬁQ] dt, (5'82)

The isoperimetric problem in Problem 5.3.5 is then a special case of the opti-
mization problem:

optimize J((x,y)) over A subject to K((z,y)) = ¢, (5.83)
for some constant ¢, where J and K are given in (5.75) and (5.76), respectively.
We can use the Euler-Lagrange Multiplier Theorem (Theorem 5.2.3 on page 69
in these notes) to obtain necessary conditions for the solvability of the variational
problem in (5.83), provided we can show that the Gateaux derivatives of J and
K in (5.81) and (5.82), respectively, are weakly continuous; this can be shown

using the arguments in Appendix C. We therefore obtain that, if (z,y) € A is
an optimizer of J over A subject to the constraint K((z,y)) = ¢, then either

b
/ (G + Gyna + Gpin + Ggnp] dt =0, for all (n1,12) € V,, (5.84)
or there exists a multiplier i € R such that
b b
/ [Fom + Fynz + Fpin + Fyije] dt = M/ (Gam + Gynz + Gpin + Ggiip] dt,

for all (n1,m2) € V,, or, setting

H(t,xz,y,p,q) = F(t,z,y,p,q) — uG(t,z,y,p,q), (5.85)

for (t,2,y,p,q) € [a,b] x RY,
b
/ (Homt + Hyna + Hyi + Hyio] dt =0, for all (51,12) € Vye  (5.86)
Now, taking n2(t) = 0 for all ¢ € [a, b] we obtain from (5.84) that

b
/ [Gom + Gpin] dt =0, for all ny € Cla,b]. (5.87)
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It follows from (5.87) and the third fundamental lemma in the Calculus of Vari-
ations (Lemma 3.2.9 on page 30 in these notes) that G, (¢, x(t), y(t), £(t), y(¢))
is a differentiable function of ¢ with derivative

d

%[Gp(t’ Jj’ y?j:7y.)] = Gx(t7 x7 y’ jj’ y)7 for t e (a7 b)'

Similarly, taking n;(¢) = 0 for all ¢ € [a,b] in (5.84) and applying the third
fundamental lemma of the Calculus of Variations, we obtain the differential
equation

d .. .
%[Gq(tvl’ayax,y)] = Gy(t,m,y,m,y).

We have therefore shown that the condition in (5.84) implies that (z,y) € A
must solve the system of differential equations

d .. ..
%[Gp(tvx’%m?y)] = Gw(taﬂ?,y7$,y);
(5.88)
d .. ..
a[Gq(tw,y,x?y)] = Gy(ﬂ%%%@/)-
Similarly, we obtain from (5.87) the system of differential equations
d .. .
%[Hp(txvya'ray)] = Hx(taxay7x7y);
(5.89)
d .. ..
%[Hq(t,x,y,x,y)] = Hy(tax,%%y),

where H = F — uG is given in (5.85).

Hence, if (x,y) is a solution of the constrained optimization problem in
(5.83), where J: V — R and K: V — R are as given in (5.75) and (5.76),
respectively, then, either (z,y) solves the system of Euler-Lagrange equations
in (5.88), or there exists an Euler-Lagrange Multiplier p € R such that (z,y)
solves the system of Euler-Lagrange equations in (5.89), where H is as given
in (5.85). We next apply this reasoning to the isoperimetric problem stated in
Problem 5.3.5.

In the case of the constrained optimization problem in Problem 5.3.5, F' and
G are given by (5.77) and (5.78), respectively, and their partial derivatives are
given in (5.79) and (5.80), respectively. Thus, if (z,y) is a simple, closed curve
of arc-length ¢ that encloses the largest possible area, then either (x,y) solves
the system

d z
dt («/i:2+y'2> = 0

(5.90)

df_3 ) _
dt /52 + 2 ’
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or there exists a multiplier, p, such that (z,y) solves the system of differential
equations

a1 & 1.
il Bt ) 5;

(5.91)

d (1 j 1
a\2" M) T 2"

Let (z,y) € A, where A is the class of smooth, simple, closed curves in the
plane, be a solution of the isoperimetric problem in Problem 5.74. suppose also
that (x,y) solves the system of Euler-Lagrange equations in (5.90). We then
have that

x" p— .
. (5.92)
Y —

/32 + y‘2
for constants ¢; and d;. Note that, in view of (5.70) in Definition 5.3.3, which
is part of the definition of A, the denominators in the expressions in (5.92) are
not zero. Also, it follows from (5.92) that

A+di=1;

consequently, ¢; and d; cannot both be zero.

Assume that ¢; = 0. In this case, it follows from the first equation in (5.92)
that & = 0; from which we get that x(t) = ¢ for all ¢ € [0, 1], which implies
that the simple, closed curve (x(t),y(t), for ¢ € [0,1], lies on the line x = co;
this is impossible.

Suppose next that ¢; # 0 in (5.92) and divide the first expression in (5.92)
into the second to obtain

¥ _ i,

T C1 '
so that, by virtue of the Chain Rule,

dy

- = ¢,

dx 8

for some constant c3. We therefore get that
Y = 3T + c4,

for constants c3 and ¢y; so that, the simple closed (x(t), y(¢)), for ¢t € [0, 1], again
lies on a straight line, which is impossible.

Thus, the second alternative in the Euler—Lagrange Multiplier Theorem must
hold true for a solution (z,y) € A of the constrained optimization problem in
(5.74). Therefore, there exists a multiplier p € R for which the system of
Euler-Lagrange equations in (5.91) holds true.
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Rewrite the equations in (5.91) as
1. d & 1
2 Ma\ ) T 20
1. d Y 1.
—&— p— = ——x
2" T 2+ g2 27
which can in turn be written as
- d x _ o
ithg\ ) T
Y _
—np =] = o
dt (, /32 + g2>
or
N _l’_ L — O.
d\" M mre) —
(5.93)
d U 0
— |z - p—— = 0.
dt H /32 y2
The equations in (5.93) can be integrated to yield
. i
yHp—m— =
j;2 + yQ 2
.
VT + g2 ’
for constants ¢; and co, from which we get that
T
y—co = —p——;
2 w N
(5.94)
x—c = /,L#.
/5'6‘2 + 92
It follows from the equations in (5.94) that
(x—c1)* + (y — c2)* = i, (5.95)

which is the equation of a circle of radius p (we are taking ;1 > 0) and center at
(Cl s CQ).

We have therefore shown that if (z,y) € A is a solution of the isoperimetric
problem in (5.74), then the simple, closed curve (z(t),y(t)), for ¢ € [0, 1], must
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lie on some circle of radius p (see equation (5.95)). Since K((z,y)) = ¢, it
follows that
2mp = ¢,

from which we get that
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Appendix A

Some Inequalities

A.1 The Cauchy—Schwarz Inequality

Theorem A.1.1 (The Cauchy-Schwarz Inequality). Let f and g be continuous

functions on [a,b]. Then
b b
< / F(@)]? da / 9(@)]? da.

In terms of the L? norm, || - ||2, this inequality can be written as

/a ’ f)oe) do

/a ' fa)g(a) do

< [l fll2llgll2-
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Appendix B

Theorems About
Integration

B.1 Differentiating Under the Integral Sign

Solutions of problems in the Calculus of Variations often require the differen-
tiation of functions defined in terms of integrals of other functions. In many
instance this involves differentiation under the integral sign. In this appendix
we preset a few results that specify conditions under which differentiation under
the integral sign is valid.

Proposition B.1.1 (Differentiation Under the Integral Sign). Suppose that
H: [a,b] x R — R is a C! function. Define h: R — R by

b
h(t) = / H(z,t) de, forall teR.
a

0H
Assume that the functions H and —— are absolutely integrable over [a,b].

ot

Then, h is C! and its derivative is given by

B (t) = / %[H(m, 0] da.

Proposition B.1.2 (Differentiation Under the Integral Sign and Fundamental
Theorem of Calculus). Suppose that H: [a,b] x R x R — R is a C! function.
Define

¢
h(y,t) = / H(z,y,t) de, forallyeR, teR.
a

0 0
Assume that the functions H, a—[H(x, y,t)] and E[H(x, y,t)] are absolutely
Y

89
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integrable over [a,b]. Then, h is C! and its partial derivatives are given by

/8 H(z,y,t)] dz

0
S = H. 0+ [ S0 da

Proposition B.1.2 can be viewed as a generalization of the Fundamental
Theorem of Calculus and is a special case of Leibnitz Rule.

and

B.2 The Divergence Theorem

We begin by stating the two—dimensional version of the divergence theorem. We
then present some consequences of the result.

Let U denote an open subset of R and Q a subset of U such that Q C U.
We assume that €2 is bounded with boundary, 0f), that can be parmetrized by
o:[0,1] = R, where o(t) = (z(t),y(t)), for t € [0,1], with z,y € C*([0,1],R)
satisfying

(@(t)* + (y(t)* #0, forallte]o,1], (B.1)
(where the dot on top of the variable indicates derivative with respect to t), and
o(0) = o(1). Implicit in the definition of a parametrization is the assumption
that the map o: [0,1) — R? is one-to—one on [0, 1). Thus, O is a simple closed
curve in U. Observe that the assumption in (B.1) implies that at every point
o(t) € 09, a tangent vector

o' (t) = (&(t),9(t)), forte[0,1]. (B.2)
Let ?: U — R? denote a C! vector field in U; so that,
Flo,y) = (P(2,9),Q(w,)),  for (a,y) € U, (B.3)

where P: U = R and Q: U — R are C', real-valued functions defined on U.
The divergence of the vector field Fe CY(U,R?) given in (B.3) is a scalar
field divF : U — R defined by

oP 0
AvE (w,) = G0 + Golaw) for () €U, (B.4)
Example B.2.1. Imagine a two—dimensional fluid moving through a region U
in the zy—plane. Suppose the velocity of the fluid at a point (z,y) € R? is given
by a C! vector field 7: U — R? in units of distance per time. Suppose that we
also know the density of the fluid, p(x,y) at any point (z,y) € U (in units of

mass per area), and that p: U — R is a C! scalar field. Define

Fle,y) = ple,y)V(@y), for (z,y) €. (B.5)
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Then ? has units of mass per unit length, per unit time. The vector field ? in
(B.5) is called the flow field and it measures the amount of fluid per unit time
that goes through a cross section of unit length perpendicular to the direction of

. Thus, to get a measure of the amount of fluid per unit time that crosses the
boundary 91 in direction away from the region ), we compute the line integral

F -7 ds, (B.6)
199}

where ds is the element of arc-length along 92, and 7 is unit vector that is
perpendicular to the curve 9 and points away from 2. The, expression in (B.6)

is called the flux of the flow field ? across 02 and it measures the amount of
fluid per unit time that crosses the boundary 0f.

On the other hand, the divergence, div?, of the flow field ? in (B.5) has
units of mass/time x length?, and it measures the amount of fluid that diverges
from a point per unit time per unit area. Thus, the integral

/ /Q divF ddy (B.7)

the total amount of fluid leaving the reagin (2 per unit time. In the case where
there are not sinks or sources of fluid inside the region €, the integrals in (B.6)
and (B.7) must be equal; so that,

/ /Q AvE dedy = 3 F .7 ds. (B.8)

The expression in (B.8) is the Divergence Theorem.

Theorem B.2.2 (The Divergence Theorem in R?). Let U be an open subset
of R? and Q an open subset of U such that Q C U. Suppose that Q is bounded
with boundary 0. Assume that 9 is a piece-wise C*, simple, closed curve.
Let F e C1(U,R?). Then,

/ /Q AvE dedy = 3 F -7 ds, (B.9)

where 7 is the outward, unit, normal vector to 9 that exists everywhere on
01, except possibly at finitely many points.

For the special case in which 9 is parmatrized by o € C1([0, 1], R?) satisfy-
ing (B.2), 0(0) = (1), the map o: [0,1) — R? is one-to—one, and o is oriented
in the counterclockwise sense, the outward unit normal to 0f2 is given by

Ao (t) = |U,1(t)|(y(t)7—:'c(t)), for t € [0, 1]. (B.10)

Note that the vector 7 in (B.10) is a unit vector that is perpendicular to the
vector o’ (t) in (B.2) that is tangent to the curve at o(t). In follows from (B.10)
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that, for the C! vector field ? given in (B.3), the line integral on the right—hand
side of (B.9) can be written as

F 7 ds =/ (P(a(t), Qo (1)) - (9(t), =&(t)) |0’ (1)} dt,
o0 0

o’ (#)]

Foiids = / [P(o(t)g(t) — Q(a(t))(t)] dt,
o0 0

which we can write, using differentials, as
?ﬁds:% (Pdy — Qdu). (B.11)
Q a0

Thus, using the definition of the divergence of Fin (B.4) and (B.11), we can

rewrite (B.9) as
/ / (81’ + aQ) dady = § (Pdy - Qo) (B.12)
o)

which is another form of the Divergence Theorem in (B.9).

Applying the Divergence Theorem (B.9) to the vector field ? =(Q,—P),
where P,Q € C*(U,R) yields from (B.12) that

/I, (Zf ) ?f;) dady = § (Pdz+Qay).

which is Green’s Theorem.
As an application of the Divergence Theorem as stated in (B.12), consider
the case of the vector field (P, Q) = (z,y) for all (x,y) € R2. In this case (B.12)

yields
// 2 dxdy = 74 (zdy — ydx),
Q a0

2 area()) = % (xdy — ydx),
00

from which we get the formula

or

area(Q2) = % fgg(xdy —ydx), (B.13)

for the area of the region 2 enclosed by a simple closed curve 92.
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Continuity of Functionals

In many of the examples presented in these notes, we consider functionals de-
fined on the vector space V = C!([a, b], R) of the form

b
J(y) = / F(z,y(2),y/(2)) dz, foryeV,

where F': [a,b] x RxR — R is a continuous function. In this appendix we discuss
continuity properties of this type of functionals with respect to the norm some
norm defined in V.

C.1 Definition of Continuity

In general, let V denote a normed linear space with norm | - |. We say that
a functional J: V' — R is continuous at u, € V if and only if, for every € > 0
there exists ¢ > 0 such that

lu —uol| <6 =1|J(u) — J(u,)| < €.
If J is continuous at every u, € V, we say that J is continuous in V.

Example C.1.1. Let V = C([a,b],R) be endowed with the norm

[yl = max |y(z)|, for everyye V. (C.1)
a<z<b

Let g: [a,b] X R be a continuous function and define J: V — R by

b
J(y) = / g(z,y(x)) de, forallyeV. (C.2)

We will show that J is continuous in V.
First, we consider the spacial case in which

g(x,0) =0, forall x € [a,b], (C.3)

93
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and show that the functional J defined in (C.2) is continuous at y,, where
Yo(x) = 0 for all x € [a, b]; that is, in view of (C.3), (C.2) and the definition of
continuity given at the start of this section, we show that for every e > 0, there
exists 6 > 0 such that

veVand ||v|| <d=|J(v)] <e. (C.4)

We first show that, if g: [a,b] X R — R is continuous and (C.3) holds true,
then for every n > 0 there exists § > 0 such that

|s| <= |g(z,s)] <n. (C.5)

To establish this claim, we argue by contradiction. Assume to the contrary
that there exists 7, > 0 such that, for every n € N, there exists s, € R and
Ty, € [a,b] such that

[sn| < % and  |g(Tn,yn)| = N0, for all n. (C.6)
Now, since [a, b] is compact, we may assume (after passing to a subsequence, if
necessary) that there exists z, € [a, b] such that
Tp —>To @S N — 00. (C.7)
It follows from (C.6), (C.7) and the assumption that g is continuous that
1920, 0)| > 1 (C8)

However, (C.8) is in direct contradiction with (C.3), since 1, > 0. We have
therefore shown that, if g: [a,b] x R — R is continuous and (C.3) holds true,
then, for every n > 0, there exists § > 0 such that (C.5) is true.
Let € > 0 be given and put
€

= . 09
U — (C.9)
By what we have just proved, there exists § > 0 for which (C.5) holds true. Let
v € V be such that ||v|| < 0; then, by the definition of the norm | - || in (C.1),

lv(x)| < d, forall z € [a,b]. (C.10)
We then get from (C.5) and (C.10) that
lg(z,v(z))| <n, forallz € la,bl. (C.11)

Consequently, integrating on both sides of the estimate in (C.11) from a to b,
b
[ lota @)l de <o - a. (C12)
In view of (C.12) and (C.9), we see that we have shown that
b
veVand ||v|| <= / lg(z,v(x))] do < e,

from which (C.4) follows.



Bibliography

[Smi74] D. R. Smith. Variational Methods in Optimization. Prentice Hall, 1974.
[Wei74] R. Weinstock. Calculus of Variations. Dover Publications, 1974.

95



