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Solutions to Review Problems for Exam 2

1. Compute the fundamental matrix for the system

{j::—?)a:—y; )

y= 4x—3y

Determine the nature of the stability of the equilibrium point (0, 0).

Solution: Write the system in vector form

where A is the matrix

The characteristic polynomial of A in (2) is
P (A) = A2+ 6+ 13,
which can be written as
pa(X) = (N +6XA+9) +4,

or

pa(A) =(A+3)*+4. (3)
It follows from (3) that the eigenvalues of A in (2) are

We look for an invertible matrix () such that

Q'AQ = J,

=(7 3 5)

In order to do this, we first find an eigenvector w; € C? corresponding to \; in

(4). We get |
w=(3)

where
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Then, set
1 0
vy = Im(wy) = 0 and vy = Re(w) = K
and
10
2=y 5): (®
so that

Q= <(1) 1(/)2> ' (7)

The fundamental matrix, E, associated with J in (5) is

E (t)=e™ (COS 2t —sin 2t) , forallteR. (8)

sin 2t cos 2t

Using (5), (6) and (8), we can compute the fundamental matrix corresponding
to A by using
E,(t)=QFE,t)Q ", foraltecR.

We get

g [ cos2t —%sith
E, (t)=e <2sin2t 052t | for all t € R,

is the fundamental matrix for the system in (1).

Since the eigenvalues of A in (4) are complex with negative real part, (0,0) is a
spiral sink. O

2. Compute the general solution of the system

() =(2 () 0

and describe the nature of the stability of its equilibrium point. Sketch the
phase portrait.

Solution: We first compute the fundamental matrix for the system in (9).

Set
a-(4 ) (10)

The characteristic polynomial of A in (10) is

pa(A) = A+ 6A+09,
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which we can write as

pa(A) = (A+3)%

Thus,
A=-3 (11)

is the only eigenvalue of the matrix A in (10).

Next, we find an eigenvector corresponding to A = —3, by solving the homoge-
neous system

(A= X)v=0, (12)
with A = —3. We get the vector
1
= (1) (13)

There is no basis for R? made up of eigenvectors of A; therefore, A is not
diagonalizable. We therefore need to find a solution, v,, of the nonhomogeneous

system
(A= M)v =y, (14)

with A = —3. A solution of (14) is

v (164) . (15)

Set (Q = [Vl VQ], where v; and vy are given in (13) and (15), respectively; so

that,
(1 1/4
o= (11, "
Next, set
J=Q 1AQ, (17)
where

Q= <_? D . (18)
It follows from (10), (17), (16) and (18) that

-3 1
() »
The fundamental matrix, £, (¢), corresponding to the matrix J in (19) is given

by

—3t 43t
E,(t) = (60 t:_3t> , forallteR. (20)
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The fundamental matrix corresponding to the matrix A in (10) is then given by
E,(t)=QFE,t)Q", foralltcR,

where @, E,(t) and Q' are given in (16), (20) and (18), respectively. We
obtain
e 3t + 4te™3 —dte™3
E,(t) = ( o3t o3 4te‘3t) , forallteR. (21)

The general solution of the system in (9) is given by

( ) for all t € R,
)

for constants ¢; and ¢, and where E, () is given in (21).

Since the only eigenvalue of A in (11) is negative, it follows that (0, 0) is asymp-
totically stable.

A sketch of the phase portrait of the system in (9) is shown in Figure 1. O

3. Find the equilibrium point of the system

{ T=2r+y+1;

y=x—2y—1, (22)

and determine the nature of the stability of the point. Sketch the phase portrait.

Solution: We first determine the nullclines:

2 = O-nullcline: 2r+y=—1
y = O-—nullcline: r—2y=1

These lines are sketched in Figure 2. The nullclines intersect at the equilibrium

point
@0 =(-3-1). (23)

The derivative of the vector field

2 1
F(x7y> = <xx_+2zj 1) ’ for (I,y) € RQ?

at the equilibrium point (Z,7) in (23) is

pren = (7 ).
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which has eigenvalues

A= +/5.

Hence, (Z,7) is a saddle point for the system in (22). A sketch of the phase
portrait of the system in (22) is shown in Figure 2. OJ

4. Let A denote a 2 x 2 matrix satisfying det A < 0.

(a)

Explain why the origin is an isolated equilibrium point of the system

(-4)

Solution: The equilibrium points of the system (24) are solutions of the

algebraic system
x 0
8 (y) B <0> | (2)

Since we are assuming that det(A) < 0, the matrix A is invertible. There-

fore, the system in (25) has
z\ (0
y) \0

as its only solution. Therefore, the origin is an isolated equilibrium point
of the system in (24) O

Determine the nature of the stability or unstability of the origin for the
system in (24). Explain your reasoning.
Solution: The characteristic polynomial of the matrix A is

p,(AN) = A2 — trace(A) A+ det(A).

Therefore, the eigenvalues of A are given by

)= trace(A) + \/‘crauge(A)2 - 4det(A). (26)

It follows from (26) and the assumption that det(A) < 0 that the eigenval-
ues of A are real and distinct; call the eigenvalues A\; and Ay. Furthermore,
since det(A) = A\ Ay, it also follows from the assumption that det(A) < 0
that A\; and \; have opposite signs. Hence, the origin is a saddle point for
the system in (7724). O
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5. Find two distinct solutions of the initial value problem

{ & = 6ta?/3;

+(0) = 0, (27)

Why doesn’t this violate the uniqueness assertion of the local existence and
uniqueness theorem?

Solution: Use separation of variables to show that the function
ri(t) =15 forallt€R,

solves the initial value problem (IVP) in (27).
Verify that the function

x9(t) =0, forallteR,

also solves the IVP in (27).
Thus, the IVP in (27) has at least two distinct solutions.
Observe that the function f: R? — R given by

f(x,t) =6t2??,  for (z,t) € R?,

does not have a continuous partial derivative with respect to x at (0,0). Indeed,
for t #£ 0 and = # 0,

af 4t

ox  x/3
does not have a limit as (z,t) approaches (0,0). Hence, the local existence and
uniqueness theorem discussed in class does not apply to the IVP (27). U

6. Consider the initial value problem

W _ y:—y;

y(0) = 2.

Give the maximal interval of existence for the solution. Does the solution exist
for all ¢? If not, explain what prevents the solution from being extended further.

Solution: Use separation of variables and partial fractions to derive the solu-
tion 5
y(t) = ——, fort <In(2). (29)
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Note that the denominator of the expression in (29) is 0 when ¢ = In(2). At that
time the solution to the IVP in (28) given in (29) ceases to exist. Hence, the
maximal interval of existence for the solution of the IVP in (28) is (—oo, In(2)).

O

7. The motion of an object of mass m, attached to a spring of stiffness constant
k, and moving along a horizontal flat surface is modeled by the second-order,
linear differential equation

d*x dx

where = z(t) denotes the position of the object along its direction of motion,
and v is the coefficient of friction between the object and the surface.

(a) Express the equation in (30) as a system of first order linear differential

equations: .
()-4()

Solution: The matrix A in (31) is given by

4= (—k?m —7}m> )

k
(b) For the matrix A in (31), let w? = — and b = 2l
m

m
Give the characteristic polynomial of the matrix A, and determine when

the A has (i) two real and distinct eigenvalues; (ii) only one real eigenvalue;
(iii) complex eigenvalues with nonzero imaginary part.

Solution: The matrix A in (32) can now be written as

A= (—(,82 —216> (33)

The characteristic polynomial of the matrix A in (33) is then
P, (A) = A%+ 26X + w?.
Thus, the eigenvalues of the matrix A in (33) are given by
A=—bEt Vb —w?
Thus, A has
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(i) two real and distinct eigenvalues, if b > w;

(ii) only one real eigenvalue, if b = w;

(iii) complex eigenvalues with nonzero imaginary part, if b < w.

O

(c) Describe the behavior of solutions of (30) in case (iii) of part (b).

Solution: If b < w, the eigenvalues of A are complex with negative real
part. Hence, the solutions of the equation (30) will oscillate with decreasing

amplitude.

O

8. The following system of first order differential equations can be interpreted as
describing the interaction of two species with population densities z and y:

dx
dt

dy
dt

(1 -z —y);
(34)
y(0.5 — 0.25y — 0.75z)

(a) What do these equations predict about the population density of each
species if the other were not present? What effect do the species have on
each other? Describe the kind of interaction that this system models.

Solution: In the absence of the species of density y, the species of density
x will grow according to the differential equations

d
d—f =z(1—xz),

which is a logistic equation with intrinsic growth rate » = 1 and carrying
capacity L = 1. Thus, in the absence of the species of density y, the species
of density x will experience logistic growth.

Similarly, in the absence of the species of density z, the species of density
y will grow according to the equation

or

dy

—Z = 4(0.5—0.25
o y( Y),
dy y
YW 05y (1- _)
il < 2)"

which is a logistic equation with intrinsic growth rate » = 0.5 and carrying
capacity L = 2. Hence, in the absence of the species of density x, the
species of density y will also experience logistic growth.
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When both species are present, they each have a negative effect on the per
capita growth rate of the other in the sense that

1dx_1
xdt Ty
and 1d
Y
—— =0.5—-0.25y — 0.75z;
ydt y ‘/L‘7

so that both rates get reduced because of the presence of the other species.
Thus, the two species are in competition with each other. Hence, the
system of differential equations in (34) models competition between the
species. 0

Sketch the nullclines, determine the equilibrium points, sketch some pos-
sible trajectories, and determine the nature of the stability of all the equi-
librium points.

Solution: The © = O-—nulclines are the lines

=0 (they-axis) and z+y=1;
and the y = O-nullclines are the lines

y =0 (the r—axis) and 3z+y=2.

These are sketched in Figure 3.
Distinct types of nullclines meet at four points in the first quadrant

11
(0,0), (1,0), (0,2), and <§, 5) . (35)
These are the equilibrium points.

We next apply the Principle of Linearized Stability at each of the equilib-
rium points in (35). In order to do this, we first compute the derivative of
the vector field

x— 2% —ay 5
Fla,y) = (0.5y —0.25y% — O.75:cy)  for (@,y) € RS

namely,

(1 =2x—y — 9
DF(z,y) = ( —0.75y 0.5 — 0.5y — 0.7595) , for (z,y) € R (36)
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Evaluating the derivative map in (36) at the equilibrium point (0.0) yields

DF(0,0) = ((1) 0(.)5)’

which has positive eigenvalues, 1 and 0.5. Thus, (0,0) is a source; so that,
(0,0) is unstable.

At the equilibrium point (1,0) we obtain

-1 -1
bFL,0) = ( 0 —0.25)’

which has negative eigenvalues, —1 and —0.25; so that (1,0) is a sink, and
therefore asymptotically stable.

At the equilibrium point (0,2) we obtain

-1 0
DF(©,2) = (—1.5 —0.5) ’

which has negative eigenvalues, —1 and —0.5; so that (0,2) is also a sink,
and therefore asymptotically stable.

Evaluating the derivative map in (36) at the fourth equilibrium point in

(35) we obtain
DF(1/2,1/2) = (ié?i j@ |

1
which has determinant —3 < 0; so that, by the result of Problem 4,

the origin is a saddle point of the linearization of the system in (34) at
the equilibrium point (1/2,1/2). Hence, by the Principle of Linearized
Stability, (1/2,1/2) is a saddle point for the system in (34).

A sketch of the phase portrait of the system in (34) picturing a few tra-
jectories is shown in Figure 3. U

Describe the different possible long—run behaviors of x and y as t — oo,
and interpret the result in terms of the populations of the two species.

Solution: An inspection of the sketch of the phase portrait of the system
in (34) shown in Figure 3 reveals that two things can happen. Depending
on the initial conditions, the trajectory might end up up the sink (1,0),
indicating that the species of density x will survive the competition, while
the species of density y will go extinct. On the other hand, a trajectory
might might end up at the sink (0, 2); in which case the species of density
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x will go extinct, while the species of density y will survive. Since the the
equilibrium point (0.5,0.5) is unstable (a saddle point), there will not be
coexistence of the species; one will outcompete the other to extinction. [

9. Let Q2 denote an open interval of real numbers, and f: {2 — R denote a contin-
uous function. Let z,: 2 — R denote a particular solution of the nonhomoge-
neous, second—order equation

d’rz  dx
e + bE +cx = f(t), forteq, (37)

where b and ¢ are real constants.

(a) Let x: Q — R denote any solution of (37) and put
u(t) = z(t) — x,(t), forte .
Verify that u solves the homogeneous, second-order equation

d*z dz
W#—b%—i—cxzo, fOI'tGQ, (38)
(b) Let z1: © — R and z5: Q — R denote linearly independent solutions of
the homogenous equation (38). Prove that any solution of the nonhomo-

geneous equation in (37) must be of the form
z(t) = c121(t) + cama(t) + xp(t), forall t € Q,
where ¢; and ¢y are constants.

10. Consider the two—dimensional system

b=y +x(@®+y?)
{ y=—z+y@®+y?) (39)

(a) Show that (0,0) is an isolated critical point of the system in (39).

(b) Compute solutions to the linearization of the system in (39) around the
origin.
(c) Determine the nature of the stability of the origin for the linearized system.
dr dx dy
d) Let r* = 2 + y* and note that r— =z — + y—.
(d) Let r* = 2% + y* and note at r— xdt+ydt
Show that the solutions to the system in (39) with initial condition r(0) =
7, > 0 becomes unbounded as t — 1/2r2, and hence the equilibrium point

(0,0) for the system in (39) is unstable.

(e) Explain why (c) and (d) together do not contradict the Principle of Lin-
earized Stability.
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X'=x-4y
y'=4x-7y

- of o) .

2F . - -

| 1 | | | | | | |
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Cursor position: {-2.3,1.18) X

The forward arhit fraom -1, 1.23 --= a possible eq. pt. near -1.3e-145, -5.8e-16).
The backward arbit fram -1, 1.2) left the computation window.

Ready.

Choose an approximation with the mouse.

Feady.

Figure 1: Sketch of Phase Portrait for System (9)
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X'=2x+y+1
y'=x-2y-1

‘ ]
-2 -1.5
Cursor position: (-2.13,1.15) X
The backward orbit from (-0.2, -0.12) left the computation window.
Ready.

The forward orbit from (-0.046, 0.44) left the computation window.
The baclkward orbitfrom (-0.046, 0.44) left the computation window.
Ready.

Figure 2: Sketch of Phase Portrait for System (22)
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x'=x-x2-xy
y'=05y-0.25y°-0.75Xy

25F

0.5

0 _
\ ! i |

0 0.5 1 15
Cursor position: (-0.0853, 2.02) X

The backward arbit from (0.29, 0.54) --= a possible eq. pt. near (6.8e-16, 1.1e-13).
Ready.

The farward aorbit from (0.845, 0.594) --= 5 passible eq. pt. near (1, -1.9e-12).

The baclkward arhit frorm (0.85, 0.4 left the computation window.

Feady.

Figure 3: Sketch of Phase Portrait of System in (34)



